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1. Introduction adjustments, and

State industry employment is estimated monthlye the two-step method results ismaller revisions to
from the Current Employment Statistics survey, a the seasonally adjustedata andone- and 12-month
sample of about 380,000 employees)d seasonally change estimates.
adjusted with X-11-ARIMA. Amannual benchmarking We feel these attributes improve the economic
process revises estimates to reflect universe countisterpretation of the data.
available from administrative records of the
Unemployment Insurano@Jl) programs of each state. 2. The Current Employment Statistics Survey
At any point in time, the current seriesnsists of The time series from th&€urrent Employment
universe data through the latest benchmark montBtatistics survey combine available universe
followed by sample data up to the current month. Aemployment data with ratio estimates of sample
straightforward application of X-11-ARIMA tdhis  employment. For the period for which the
hybrid series gives projected seasonal factors which algnemployment Insuranc@JIl) data are available, the
heavily influenced byhe universe datdgut which are universe value is the time series value; &E 1, 2, ...,
applied to sample data. Distortions caicur,because T) where AR is the allemployeescount in month t
the two data sources historically have displayed and month Trepresents the latest benchmark. In the
different seasonal patterns. post-benchmark period (t > T) , for whiohly sample

Beginning with January 1994 data, tHé.S. data are available, a ratio of the sample count in the
Bureau of Labor Statistics (BLS) implemented ancurrent monthdivided by the sample count in the
alternative methodhat separately adjusts eaglart of  previousmonth is multiplied by therevious month's
the series, an approach first carried out by Berger angimployment estimate. Only "matched" reporters are
Phillips (1993). The decision to implement theused, i.e., a sample unit@luesare used inthe ratio
alternative method, which we refer to as th@-step  only if it reports in the two adjacent months. For k>0,
method, was based dhe evaluation reported in this k@l
paper. AEr, = AEy |_| a6

The major users of themployment statistics =LA

include the FederaReserve Boardthe Presidents Where ag.j = the samplemployeecount in month
Council of Economic Advisorsthe Joint Economic |+l Summedoverall matched units. Eagfear, in the

Committee of Congressand various other policy- annual benchmqurocessthevalue of T increases by
oriented groups. Where economic statisiosused 12 mont_hs_ as universe values replace sample values..
as the basis for their policy analysis, it is important that  Statistics — Canada’s X-11-ARIMA ~ program
the preliminary estimates be accuraed that the (Dagum, 1980) is applied to state industry employment
economic information found in theselata be Series as follows: _ _
discernible. Highly variable economic series make the The 1980 version of the program is used, with the
interpretation of such data difficult. Furthermore, @utomatic option for ARIMA extrapolation.
large annuatevisions to the datmay alsoimpact the ¢ Data —are adjusted either additively or
validity of policy analysis conducted othe original ~ Multiplicatively, depending on which forias better
estimates, as Berger and Phillips (1994) suggest. ~ diagnostics. _

Our analysis of the seasonal adjustment of statg Frior adjustments are mader strikesand other
industry employment statistics compates two-step ~ atypical employment-related activity.
method with thecombined method formerly used ® Seriesare adjusted directly athe major industry
(Shipp and Sullivan1992), i.e., abasic application of division levelsandindirectly for higher aggregates, by

X-11-ARIMA to the hybrid series. Our findings are: ~@dding seasonally adjusted components.
« Twelve-month-ahead projected seasonal factors are

used.




3. Seasonal Differences between Universe and months with appreciabldifferences in several states
Sample are February and September.

In order to compare seasonality in sample and
universe data, a time series from each source is needed. )
A samplelink L,is computed athe ratio of the sample 4+ Analysis
estimate for month divided bythe sample estimate for To evaluate the alternative seasonal adjustment
month t-1. To form a sample series on a commonmethods, data are examingx the eight states listed
benchmarksay AE, the links can be appliedrward in Table 1. By including one state from each BLS

and backward, starting with region, geographic diversity is achieveahd any
AE;, = AE/L,, AE,,, = AE; +1 region-specific benchmarking activitiean be at least
partially examined.Revisionandsmoothness statistics
Figure 1. Mean Seasonal Factors, Texas are used.
101 Revisions

One measure used for evaluationmisanabsolute

1005 /
/\ /_f'( revision, used in many seasonal adjustment papers,
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Figure 1 compares eight-year average seasondlhere A denotesthe seasonally adjusted value in
factors for Texas for pure sampdend universe data. month t, (i) the initialvalue,and (f) the final value.
There are noticeabMdifferences irthe factors, with the Revisionsare also computed for seasonally adjusted
most pronounced difference in JanuaWhen the values and for 12-month % change.
universe factor is more extreme, it will tend deer-

adjust a sample estimate. For January, the universe Figure 2. One-Month Change, Texas, 1993
factor, based omarger universe declines, witurn a (in 1000's)
typical sample decline into an increasehe combined 100

method, as seen in Figure 2, estimates the change in so 1
January, 1993 asver90,000. Summing up change in g0 L
January across states yieldsclaangeover 600,000.
That most ofthis change ispurious is supported by
the national January change estimataklwfut 180,000,
derived in a different way from the same data.

Table 1 exhibits mearabsolute differences in
seasonal factors fagight states. Januadifferences
rangefrom 0.29 inNew York to 0.58 in Texas. Other

Jan 93 Mar May Jul Sep Nov

= ™ ™= Combined ====Two-Step

Table 1. Mean Absolute Difference in Seasonal Factors

State Jan | Feb| Mar| Apr| May Jun| Jul| Aug Sep Oc¢t Nov Degc
Colorado 0.52| 0.58] 0.25 0.33 0.2f 0.35 041 0.p4 043 006 0.08 9.35
Florida 0.36 | 0.22| 0.02] 0.14 0.02 0.19 0.22 0.15 0.07 0Jj07 0.14 Q.24

D.58 10.02 |0.00 |0.12
0.1 0/18 0,14 Q.08
0.14 0.04 0/16 Q22
037 019 0.28 0.33

Qg
0

Massachusetts 0.53 0.49 0.30 0.23 0.08 0,32 0,29 0.40
Michigan 0.52 | 0.33| 0.22| 0.20 0.09 0.1 0.20 0.32
3
4

New York 0.29 10.20 | 0.04] 0.16] 0.01] 0.16 0.04 0.0

Oregon 0.44| 0.49| 0.35 0.20 0.1p 0.07 0.15 o0.p .
Pennsylvania| 0.30] 0.3] 0.06 0.04 0.08 0.11 0.Ji6 0[16 (@.28 (.12 p.03 |0.03
Texas 0.58| 0.40f 0.04 0.01 0.15 0.30 0.12 O.11 0436 002 .05 0.19




4 areused aghe “final” values. While the latter are
Figure 3. Experimental Design not truly finalfor these evaluation periods, they should
be reasonably close fmal, especially forthe sample
period 4/90-12/91 in Round 1.

Round 1

Round 2

Figure 4. Total Revisions in One-Month % Change,
Texas

Round 3

Round 4
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[0 universe Wl Sanple

Sliding span statisticgleveloped by Findley et al
(1988) are notnecessarily applicable, sincthey 15 ‘ ‘ ‘
measure stability in seasonal factors, seasonally A% M0 ©OctS0 JansL Aprel el Octel
adjusted values or seasonally adjustdthnge. The = = = Combined
two-step method, by definition, implies advantages for
changesbetweenthe initial and finalvalues of the
seasonal factor for a givenonth. Goingrom sample

Two-Step

One-month change revisions for Texas appear in
Figure 4. Thawo-step methodhas a smalleabsolute

: . . revision in 1/91and insomeother months. Still, after

to universe data with benchmarkiaffectsthe level of studying the results, weelt these statistics were not

the series, awell asthe seasonality, contributing 10 a ¢y "satisfying. Asmentionedabove, benchmarking
departure from stability in seasonally adjusted Valueschanges thdevels in the series, so the revisions in

Revision statisticsare also subject tothis latter |gye| contribute tathe overall revisions. To separate
problem. Ourinitial thinking was that focusing on  reyision effects, weintroduce the concept of a
one-month change revisionightlargely eliminate the  «.;rected" observegample value, corrected in the

effects of changes in level, but the revisions in level arg,qe of correcting the level to pejthe universe level.
not constant across monthhis leads us to attempt 0" = (0,,/5,)
s = WMuyloy S

below adecomposition of total revision into SeasonaIDividing the observed universe value for prticular

andlevel components. Finally, revision statistiosus - -
P y month by a universe seasoni@ctor gives a pure

on behavior at the end of the series, where the - .
difficulties lie in this application. Seasonally adjusted value. Multiplying by a sample

seasonal factor yields an obsensmple value, but
Figure 3 shows fouspans of datased asnput to  now atthe universdevel. These valueare computed
seasonal adjustment, intended follow current for the period 4/90-12/92. Wesethe best seasonal
practice for official seasonal adjustment. For Round Ifactors available forthis correction,namely factors
the input data are thgears 1985-90. We would go from Round 4. Inthe simplest case, adding and
back further, except that sample data areeadily  syptracting & gives the kind of decomposition we

available only back t@/85. Having earlier universe seek for a seasonally adjusted value. We have
data, for the combined method we actually use universe

data from 1/84-3/9@ndsample datdor the remainder R - Ay - A
of 1990. For thdwo-step method, universe seasonal
adjustment usesnput data 1/84-3/90and sample o (O* -0,)
seasonal adjustment usedata 3/85-12/90. Seasonal =(A4- —)+-——1> = Rg+R_

factors for each methodre applied to samplealues S, S,

for the last nine months of 19%hd for all of 1991, the terms on the righieing the seasonal revision and
the projection period. These factors come entirely fronthe revision inlevel. Similarly, 3 can beused to
the sample seasonal adjustmefor the two-step obtain decompositions for onend 12-month change.
method and, of course, fromthe one seasonal We call the seasonal revision component the “adjusted”
adjustment based dhe hybrid seriefor the combined  revision, and focus most of our analysisibnFigure 5
method. Eaclsuccessiveound appends an additional shows adjusted revisions for Round 1 for Texkhsw,
year of universedata, and therextends theseries revisions areuniformly lower with the two-step
through the last nine months of thear with sample method. Whilesome ofthe strongest results are for
data. The samplperiods from Rounds and 2 are Texas, thewo-step method gives an improvement in
used aghe evaluation periodgndvalues from Round all eight states.Table 2 showsneanabsolute adjusted



revisions for Round 1. In most statése statistics are
abouthalf or less withthe two-step method.The table
showsthat total revisions arealso lower on average
(but to a lesser degree) @il states. Similar toesults
for one-monthchange, thetwo-step method reduces
revisions to 12-month change estimates. Section
contains more on 12-month change.

Table 2. Mean Absolute Revisions to
One-Month % Change

The departure from smoothness of the series,
measured by the sum of squared fu#fferences, is
much less irnthe two-step methodhan thecombined
method. Table ®elow contains the ratio x 10Qwo-
step divided by combined) fdhe eight states. The
Eelative smoothness was computedtfar latter part of
the series for Rounds 1 and 2.

Table 3. Relative Smoothness of the
Two-Step Method

Total Adjusted
State Combined| Two- Combined Two- | State | Round 1 | Round 2 |
Step Step

Colorado 0.33 0.18 022 | 008 | Colorado | 61 | 94 |

Florida 0.29 0.22 0.16 0.04 .
Massachusetts 0.33 0.21 0.19 0.10 | Florida | 82 | ’3 |
Michigan 0.32 0.25 0.22 0.13 | Massachusetts | 88 | 70 |
New York 0.17 0.15 0.10 0.06 | Michigan | 91 | 104 |

Oregon 0.27 0.23 0.16 0.11

Pennsyivania 0.16 0.14 0.13 0.07 | New York | 120 | 92 |
Texas 0.30 0.19 0.15 0.03 | oregon | 79 | 79 |
| Pennsylvania | 88 | 94 |
Figure 5. Adjusted Revisions in One-Month % | Texas | 65 | 65 |

Change, Texas
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One check orthe revisionsdecomposition has
beencarried out. Giverthat thelevel revision is not

intrinsically linked to a seasonal adjustment method, *

this revision component h&&en compared fdahe two
methods. For Rounds d4nd 2, estimates formean
absolute % revision in level, whiglanges from .15%
to .23% acrosshe states, nevatiffer morethan.01%

for the two methods. These positive results support thgy most situations, theifferencesare small.

use of the adjusted revisions.

Smoothness
Application of thewo-step method tthe Texas data
in Figure 2 shows amarked improvement in the

smoothness of the seasonally adjusted series. The largalue.

upward spike (90,90@&mployees) inthe December

5. Analysis of Twelve-Month Change

Recently, BLSbegan usingseasonally adjusted
data for estimating 12-month change iall its
employmentand unemployment statistics. Unadjusted
estimates at first seematural andpreferable for at
least two reasons:

e “by definition,” a 12-month change should
contain no seasonality;

e as an imperfect process, seasonal adjustment
may introduce error into the estimate.

Arguments for using adjusted estimates include:

their use is consistent withthe use of
seasonally adjusted values for other comparisons
across months;

e in presence of moving seasonality, unadjusted
estimates will contain residual seasonality.

In this
setting, we carexpectthat thetwo-step method will
perform better, since residual seasonality from
unadjusted estimates is likely foertain months. For
Round 1, 12-month change estimates for 4/90-3/91 will
involve subtracting a universe value from a sample
For 3/90and earlier months, thsubtraction
involves twouniverse values; from 4/91 on,iitvolves

1992-January 1993 one-month change under thevo sample values. Figure 7 shows Round 1 results for

combined methodhas been replaced by a less
significant levelchange under théwo-step method

(2,300).
month % change in Texas in Round 1.

More stability is seen in Figure 6 for one-

1990-91; clearly, thewo-step method is smoother.
Table 4 givesmean absolute revisions fothe eight
states foithe 12-month period 4/90-3/9@r Round 1.
For all states except



Michigan, the statistic is at leastice aslarge with 6. Issues and Limitations
unadjusted estimates. With the two-step methodthere isalways one
For Texas, Januarias adjusted revisions -.82% calendaryear with amixture of universeand sample
and -.84%, the largestevisions forthe unadjusted seasonal factors. For Round 1, 1998s universe
data, compared to -.28%nd -.02% with theéwo-step  factors for the first three montlasdsample factors for
method. The latter method has only three revisions ouhe rest of the year. Even withstandard application
of the 24 larger thaf.15%, while 17 revisionsxceed Of X-11, the seasondéctors need not average to 100,
.15% for the unadjusted estimates. Anotheay of unlessthatX-11 program option is selected, but, with
expressing this result is that, with threo-step method, independent seasonal adjustments,differences may
the initial rounded estimate is raredff by morethan  be greater. To check wheth#re two-step method

0.1% while the unadjusted estimatiéfers by.2% or  appreciably affectshe level ofthe series, adjusted and
more two-thirds of the time. unadjusted monthly employment averages are

compared in Table 5.

Figure 6. One-Month % Change, Texas,

= ™ ™ Combined *=====Two-Step

7030.0 7034.4

Round 1 Table 5. Unadjusted and Seasonally Adjusted
06 " Monthly Averages Round 1, 1990 (in 1000's)
1 R

Z:z ’7\\ N ) A. | State | Unadjusted | Combined |  Two-Step |
= . | Colorado | 1517.8 | 1517.7 | 1519.4 |
0 — > £ | Florida | 5416.0 | 5416.1 | 5417.7 |
02 i hd | Massachusetts| 2983.7 | 2983.7 | 2986.5 |
04 ‘ ‘ ‘ ‘ . ‘ ‘ ‘ | Michigan | 3954.3 | 3954.6 | 3957.5 |
Jan  Apr  Jul  Oct Jan  Apr  Jul  Oct | NewYork | 8205.4 | 8206.4 | 8209.0 |
9 9% 9% 9% o1 91 e 9l | Oregon | 1246.0 | 1245.9 | 12471 |
| Pennsylvania | 5171.2 | 5171.2 | 5175.2 |
| | |

| Texas | 7030.2

Figure 7. 12-Month Change, Round 1
(in 1000's) For both rounds, thdifference fromthe unadjusted

average is lesthan 1,000 forthe combined method,
while it always exceeds,000 forthe two-step method.
20 /_—\,. For the two-step method,the maximum per cent
170 + N \\ difference is .10% in Round dnd .15% inRound 2.
30 | N The amountdor Texasare 4,300 and 9,800, dd6%
.l \ and .14%j espectively. Furthermore, thdifference is
S~ always in the same direction, with ttveo-step average
Jan Ax i Ot Jan Aw ot being higher, so there can possibly bsome
9 90 90 9 91 91 91 91 accumulation acrosthe states. Fosome detailed
industries, thedifferences are larger.  Still, with

250

50

--------- bs erved - . . .
opene fresien differences in the neighborhood of .10%, the
Table 4. Mean Absolute Revisions to 12-Month discrepancies for total employmeate fairly small,
% Employment Change andthey occur only irthe just-concluded year, not the
total Adiusted year using projected factors.
__°s Aduste A second question is whether comparisons across
State ‘ U”ad'“Sted‘ A ‘ Unadjusted ‘ sen | the seam month, Marcfor our data, are distorted.
[Cooade 039 018 | 028 o1z | Berger & Phillips (1994) present another version of the
[ Floida | 1'01 | 1'01 | 0'18 | 0'06 | two-step methodntended to avoid such occurrences.
: : : : For t>T, the last seam monththey compute an
[ Massachusetts| 0.54 | 031 | o031 | o0.08 | adjusted seasonal factor rthey P
[ Michigan | 0.50 | 036 | 0.29 | 016 | . .
t)=k-S(t), with k=§(T)/S(T)
[ NewvYork | 0.32 | 026 | 0.13 | 0.05 | S ' ) '
[ oregon 082 062 | 028 009 | whereS;andS, denote samplanduniverse seasonal
[Fenmsyvana | 0'50 | 0'39 | 0'15 | o.oe | factors.This has the appealirgropertythat successive
[Teras 110 106 | 029 013 | ratios of seasonal factoese natural ratios, i.e., ratios

of seasonal factors from one seasonal adjustment. On
the other hand, thiactor k will consistentlynove the



seasonally adjusted series up or down, according ggesently embarking on aeffort to put in place a
k<1 or k>1. Figure Tor Texas illustrateshe bias in  sustainable probability design. Over timgrojects
the Berger-Phillips version of thavo-step method. investigating both datsourcescan lead to program
Visually, the BLS valuesappear to‘go through” the improvements eliminating systematic differences.
data, while the Berger-Phillipgalues nearlyall lie  Given the size of both programs, this will require many
abovethe unadjusted values. Falt the monthsvhere years and substantial resources.
the Berger-Phillipsvalues are above the unadjusted
valuesand theBLS valuesare below, the seasonal 7. Conclusions
factor has changed directions, i.eapved fromabove The importanteconomic time series presented in
100 to below. this paper are eybrid of two data sources with
Examining monthly averages as aboveheir  different characteristics, including different seasonal
variant gives differences over50%; moreover, these patterns. Thdwo-step seasonal adjustment method,
differences occuthroughboth theprevious year and implemented in 1994, improves smoothness and
the projection year. We feelhat the potential for reduces revisions in seasonally adjusted statistics. In
distortions acrosshe seamdeserves more study, but particular, it largely eliminates spurious jumps in
that the bias in the Berger-Phillips formula is January. The CES state progrpmovides an example

unacceptable. where seasonally adjusted estimates of 12-month
change perform bettehanunadjusted estimates. The
Figure 8. Unadjusted and Seasonally Adjusted two-step method is ahort-term solution fothe CES
Employment, Round 1, Texas state program. The preferred long-term solution is to
eliminate thesystematic differences betweéme data
Ll FRB . sources.
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