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High-technology industries are the most
important source of strategically trans-
formative products and processes  in the

U.S. economy. Changes in employment patterns
in these industries thus command the interest of
researchers, policymakers, and the general pub-
lic. This article uses data from the BLS Current Em-
ployment Statistics (CES) program from January
1988 through January 1996 to survey the shifting
levels and composition of employment in research-
and-development (R&D)-intensive high-technology
industries. The data reveal three noteworthy devel-
opments:

•  Employment in R&D-intensive industries in-
creased slowly over  the period  studied, con-
tributing very little to the overall growth of to-
tal nonfarm employment. The result was that,
at the beginning of 1996, employment in
R&D-intensive high-technology industries was
an appreciably smaller share of total nonfarm
employment than at the beginning of 1988.

•  The industrial composition of employment in
R&D-intensive high-technology industries is
shifting dramatically toward services industries,
as employment in R&D-intensive, defense-de-
pendent manufacturing industries declines, and
employment in civilian high-tech manufacturing
remains essentially static. In fact, R&D-intensive

services accounted for all of the net increase in
employment in the R&D-intensive sector since 1988
and grew more rapidly than did employment in
the services division as a whole.

•  There are reliable indications that the demand
for high-tech R&D workers—that is, those actu-
ally engaged in R&D in any given high-technol-
ogy industry—is also shifting toward occupa-
tions that are more involved with the production
of services than the production of goods.

In what follows, we consider these shifts in more
detail and interpret their causes and consequences
in light of recent observations about the evolving
character of manufacturing and service industries
both inside and outside of the high-tech sector.

Three questions about high techThree questions about high techThree questions about high techThree questions about high techThree questions about high tech

Why are high-tech industries so important? At least
one source of the general public’s interest has been
a fascination with the explosion of new products
and processes made in the United States and other
advanced industrial countries since the end of
World War II. But innovative technologies—from
the railroad and the telegraph to the airplane—have
almost always created a sensation. Instead, the con-
tinuing attention paid to high-tech industries in re-
cent years seems to be rooted in the widespread
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From 1988 to 1996, employment in high-technology
industries shifted more toward services
indeed, since 1988, growth in high-tech services
accounted for all of the net increase in employment
in the research-and-development-intensive sector
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belief that the innovations they produce can profoundly alter
an economy’s mix of firms, industries, and jobs.1

But what is often overlooked in studies of the high-technology
sector is that the sector itself is not insulated from the trans-
formative effects of the innovations it unleashes upon other
industries. Because changing employment patterns often pro-
vide the best indicator of the character of transformations
within any industry, we ask three questions about recent em-
ployment patterns inside U.S. high-tech industries: (l) How
many new jobs has the high-technology sector produced in
recent years? (2) What is the industrial composition of these
new jobs? and (3) What is happening to the occupational mix
of employment in high-tech industries, particularly the de-
mand for employees whose R&D activities actually lend tech-
nological intensity to these industries?

Defining high-technology industriesDefining high-technology industriesDefining high-technology industriesDefining high-technology industriesDefining high-technology industries

Before we examine recent data on employment in high-tech
industries, we must first define  the term. As one analyst has
said, “Everyone knows what [high tech] is, but no two lists
are alike.”2 In the early 1980s, for example, BLS analysts  iden-
tified 48 manufacturing and service industries in which the
percentages of  “technology-oriented workers” (engineers, life
and physical scientists, mathematical specialists, engineering
and science technicians, and computer specialists) were at least
1.5 times the average for all industries.3A more recent effort
by BLS researchers refines  that earlier work and that of others
who used occupational criteria to define high-tech industries.4

In this study, Paul Hadlock, Daniel Hecker, and Joseph Gannon
used BLS Occupational Employment Statistics surveys from
1987 to 1989 in which employers were asked explicitly to
designate workers who were actually engaged in R&D activ-
ity, together with their occupations. From these data, they iden-
tified  30 “R&D-intensive” industries, in which the number of
R&D workers was “at least 50 percent higher than the average
proportion for all industries surveyed.”5

We begin our analysis with the industries on Hadlock,
Hecker, and Gannon’s R&D-intensive high-tech list.  (See ex-
hibit 1.) These industries had the highest percentages of em-
ployer-identified R&D workers in the 1987–89 Occupational
Employment Statistics surveys and are some of the most likely
sources of strategic technical innovation in the U.S. economy.
Therefore, we refer to two distinct sets of employees in these
industries. We use the term “employment in” a given high-tech
industry to mean all employment, irrespective of occupational
category, in that industry with a high proportion of R&D work-
ers. By contrast, “high-tech employment” or “high-tech work-
ers” refers to those actually engaged in R&D.

This distinction is important because a high-tech classifi-
cation scheme like  that of Hadlock, Hecker, and Gannon—
that is, one that uses an aggregate indicator to identify
three-digit industries—invariably generates identification

problems. Empirical work based on microlevel employment
data shows a tremendous heterogeneity in the performance of
firms and of establishments within firms: many plants shut
down even in expanding industries, while the reverse may be
true in declining industries.6  And the range of technical inno-
vation embodied in plants is extremely wide in R&D-intensive
industries. With regard to our question about the demand for
high-tech workers, this heterogeneity occurs in awkward (and
sometimes intractable) combinations. At one end of the spec-
trum, three-digit schemes tend to exclude the development of
new products or processes by skilled workers at an individual
establishment (for example, an experimental plant or a re-
search laboratory) in an industry whose score on the aggre-
gate indicator used does not qualify it for high-tech status.7

Alternatively, such schemes may include industries in which
most output is standardized and produced in large volume by
relatively unskilled, low-wage workers.8 These industries may
have a proportion of scientific or engineering workers high
enough to make them “R&D moderate” or even R&D intensive,
but the bulk of this talent may be used to incrementally alter
the characteristics of established products in slowly growing,
advertising-intensive markets.

One  or the other of these two problems occurs in a num-
ber of industries, including cigarettes (SIC 211),9 soap, clean-
ers, and toilet goods (SIC 284), paints and allied products (SIC

285), and, arguably, many of the chemical industries on
Hadlock, Hecker, and Gannon’s R&D-intensive list.  Such prob-
lems also are present even in the apparently uncontroversial
classification of the computer and office equipment industry
(SIC 357) as high tech:  along with producers of office equip-
ment, not elsewhere classified (SIC 3572)—who make, among
other items, staple removers and paper punches—many
low-cost manufacturers of electronic computers (SIC 3571) now
use mass-produced components assembled in highly routine
settings with minimal engineering and scientific input. Out-
side of semiconductors and related devices (SIC 3674), the
same is true in several of the four-digit industries classified
under electronic components and accessories (SIC 367). And
even within the semiconductor industry, high-volume chip
manufacturing can involve high capital-to-labor ratios and rela-
tively low scientific labor requirements.

Nevertheless, because the effects of technological change
can be seen in almost every industry, these uncertainties are
inevitable in any high-tech study, no matter how precise the
classifying metric. In our investigation of the demand for
high-tech workers, we confront such uncertainties by exam-
ining changes in “production and nonsupervisory employ-
ment” at the  four-digit level of the three-digit industries on
Hadlock, Hecker, and Gannon’s list. This broad occupational
category consists of working supervisors and all nonsupervisory
workers, including nonsupervisory professional specialists and
workers engaged in “product development.”10  Granted that it
is a blunt instrument for measuring high-tech occupational
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 Exhibit 1. Research and development (Research and development (Research and development (Research and development (Research and development ( R&DR&DR&DR&DR&D)-)-)-)-)-
       intensive high-technology industries       intensive high-technology industries       intensive high-technology industries       intensive high-technology industries       intensive high-technology industries

     S     S     S     S     SICICICICIC

   code   code   code   code   code

131 Crude petroleum and natural gas operations
211 Cigarettes
281 Industrial inorganic chemicals
282 Plastics materials and synthetics
283 Drugs
284 Soap, cleaners, and toilet goods
285 Paints and allied products

286 Industrial organic chemicals
287 Agricultural chemicals
289 Miscellaneous chemical products
291 Petroleum refining
335 Nonferrous rolling and drawing
355 Special-industry machinery
357 Computer and office equipment

362 Electrical industrial apparatus
366 Communications equipment
367 Electronic components and accessories
371 Motor vehicles and equipment
372 Aircraft and parts
376 Guided missiles and space vehicles and parts
381 Search and navigation equipment

382 Measuring and controlling devices
384 Medical instruments and supplies
386 Photographic equipment and supplies
737 Computer and data-processing services
871 Engineering and architectural services
873 Research and testing services
874 Management and public relations services

NOTE: SIC’s 299 (miscellaneous petroleum and coal products)
and 899 (services, not elsewhere classified) are omitted because
publishable data are not available.

SOURCE: Paul Hadlock, Daniel Hecker, and Joseph Gannon,
“High technology employment: another view,” Monthly Labor Re-
view, July 1991, pp. 26–30.

change, but clearly, the bulk of any given industry’s R&D work-
ers does exist in that occupational category.  By examining
such workers in the context of recent research on the effects
of technology within high-tech industries, we can construct a
plausible scenario about where the demand for high-tech work-
ers may have been heading in recent years.

These caveats aside, it is important to point out the distinct
analytical advantages of Hadlock, Hecker, and Gannon’s list
of R&D-intensive industries with respect to our questions about

the growth of  high-tech employment  and the industrial com-
position of that growth. First, the industries on the list  are
similar to sets of industries identified by other researchers.11

At the same time, the innovative use of employer-specified
R&D occupations as a classifying metric captures four service
industries whose employment behavior has not previously
been examined in a high-tech setting: computer and data-proc-
essing services (SIC 737), engineering and architectural serv-
ices (SIC 871), research and testing services (SIC 873), and
management and public relations services (SIC 874).12

Second, the list includes aircraft and parts (SIC 372), guided
missiles and space vehicles (SIC 376), and search and naviga-
tion equipment (SIC 381), three industries that have been iden-
tified elsewhere by BLS researchers as “defense dependent”—
that is, at least 50 percent of the output of these industries was
for defense in 1987, the most recent peak year for defense
expenditures.13 (See exhibit 2.) We can therefore distinguish
employment changes in defense-dependent  R&D-intensive
manufacturing from employment changes in primarily civil-
ian R&D-intensive manufacturing .14

High-tech industry employment growthHigh-tech industry employment growthHigh-tech industry employment growthHigh-tech industry employment growthHigh-tech industry employment growth

Because employment in many high-tech industries grew faster
than nonfarm employment as a whole during the 1970s and
early 1980s,15 observers hoped that these sectors would even-
tually make large contributions to total nonfarm employment,
both nationally and regionally.16  Coincident with this expec-
tation was the realization that the secular decline in high-wage
production jobs in heavily unionized sectors of U.S. manu-
facturing  would be unlikely to reverse itself.  At the confluence
of revolutions in microelectronics, genetics, aeronautics, phys-
ics, and materials sciences, high technology was envisioned
as a potential engine  for creating employment  on a scale that
could more than make up for the  permanent loss of high-
wage production jobs.

It is no news to close observers that this scenario has not ma-
terialized.  In tables  1 and  2,  CES data (not seasonally adjusted)
document  the employment behavior of 28 R&D-intensive high-
tech industries from January 1988 through January 1996.17

Total employment in these industries increased by slightly
more than 400,000, or about 5 percent. At the same time, to-
tal nonfarm employment grew more than twice as fast (13.7
percent), generating almost 14 million jobs. The contribution
of employment growth in  R&D-intensive high-tech industries
to total nonfarm employment growth, then, was a relatively small
2.9 percent. The immediate cause of these industries’ lagging
performance as a job producer was obvious: R&D-intensive
manufacturing, encompassing 23 of the 28 three-digit indus-
tries in our analysis, lost almost 600,000 jobs, more than 10
percent of the 5.8 million workers employed in the sector as
of January 1988. Ninety-one percent of this job loss, amount-
ing to 547,000 employees, occurred in durable goods manu-
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facturing, in which the decline of 12 percent from January
1988 total employment was more than twice that of durable
goods manufacturing as a whole (–5.3 percent). Employment
in R&D-intensive nondurable goods manufacturing also fell,
but at a rate (–4.4 percent) much closer to that of all nondu-
rable goods industries (–3.5 percent).

However, R&D-intensive services—management and pub-
lic relations, computer and data-processing, engineering and
architectural, and research and testing services—outperformed
employment growth both in the economy as a whole and in
the  services division. More than 1 million new jobs were
added, a gain of almost 46 percent. Of these new positions,
more than 80 percent were created by the management and
public relations and computer and data-processing services
industries, in which total employment came close to doubling
over the 8-year period. Clearly, all of the net increase in em-
ployment in R&D-intensive high-tech industries was due to
growth in high-tech services.

Table 2 shows the effect of slow aggregate employment growth
in high-tech industries on these industries’ overall share of U.S.
nonfarm employment. Total employment in R&D-intensive in-
dustries fell from 8.1 percent of all nonfarm workers in 1988 to
7.5 percent in January 1996. Not surprisingly, employment in all
R&D-intensive manufacturing, durable goods manufacturing, and
mining also fell as percentage shares of their divisions. R&D-
intensive nondurable manufacturing’s share remained roughly
constant. Employment in R&D-intensive services was the only
high-tech division that increased its share, rising from 9.5 per-
cent to 10.2 percent of all services division employment.

Structural change in high-tech industriesStructural change in high-tech industriesStructural change in high-tech industriesStructural change in high-tech industriesStructural change in high-tech industries

Industrial composition of employment growth.   The figures
in  table 1 afford us a closer look at the industrial composition
of employment growth in R&D-intensive industries.  One fea-
ture of the precipitous fall in R&D-intensive durable goods

was less than one-quarter of the percentage loss recorded by
all of U.S. manufacturing (–4.6 percent) during the same pe-
riod. Four civilian R&D-intensive manufacturing industries
gained employment [medical instruments and supplies (17.6
percent, 39,700); drugs (14.9 percent, 33,200); special indus-
try machinery (14.6 percent, 22,600); and motor vehicles and
equipment (13.7 percent, 114,200)], and four were unchanged,
at plus or minus about 2 percent over the entire 96-month
interval [industrial organic chemicals (2.3 percent, 3,300);  ag-
ricultural chemicals (2.2 percent, 1,100); electronic compo-
nents and accessories (0.0 percent, 300); and soap, cleaners,
and toilet goods (–2.4 percent, –3,700)].

All told, the four civilian R&D-intensive manufacturing
industries that increased their employment added almost
210,000 jobs, of which slightly more than half were in the

Exhibit 2. Research and development (Research and development (Research and development (Research and development (Research and development ( R&DR&DR&DR&DR&D)-)-)-)-)-
         intensive high-technology         intensive high-technology         intensive high-technology         intensive high-technology         intensive high-technology
         manufacturing industries:   defense         manufacturing industries:   defense         manufacturing industries:   defense         manufacturing industries:   defense         manufacturing industries:   defense
         dependent and civilian         dependent and civilian         dependent and civilian         dependent and civilian         dependent and civilian

Defense dependent:1

372 Aircraft and parts
376 Guided missiles and space vehicles and parts
381 Search and navigation equipment

Civilian:
211 Cigarettes
281 Industrial inorganic chemicals
282 Plastics materials and synthetics
283 Drugs
284 Soap, cleaners, and toilet goods
285       Paints and allied products
286 Industrial organic chemicals
287 Agricultural chemicals
291 Petroleum refining

335 Nonferrous rolling and drawing
355 Special-industry machinery
357 Computer and office equipment
362 Electrical industrial apparatus
367 Electronic components and accessories
371 Motor vehicles and equipment
382 Measuring and controlling devices
384 Medical instruments and supplies
386 Photographic equipment and supplies

manufacturing immediately emerges: 526,000 of the 547,000
jobs lost were in aircraft and parts (SIC 372), search and navi-
gation equipment (SIC 381), and guided missiles and space
vehicles and parts (SIC 376), the three defense-dependent
R&D-intensive  manufacturing industries in  Hadlock, Hecker,
and Gannon’s three-digit  high-tech list. The last two indus-
tries lost more than half of their total employment (–53.0 per-
cent and –55.9 percent, respectively), and aircraft and parts fell
by more than a third (–34.5 percent). Clearly, defense-dependent
industries accounted for a much larger share of employment
in the U.S. high-technology sector than some analysts may
have previously recognized.18

In contrast, total employment in the 18 civilian R&D-intensive
manufacturing industries listed in exhibit 2 was roughly stable,
with a loss of 54,400 (–1.3 percent) out of a total of almost
4.2 million in January 1988.  (See table 1.) This small decline

 Industry Industry Industry Industry IndustrySICSICSICSICSIC
codecodecodecodecode

1 SOURCE: Division of Monthly Industry Employment Statistics,
Current Employment Statisticsprogram.



16   Monthly Labor Review   June 1997

automotive industry. About one-third of  the 210,000 were
created in medical instruments and drug manufacturing, the
two health care-related industries on Hadlock, Hecker, and
Gannon’s R&D-intensive list.19   By way of contrast, computer
and office equipment (SIC 357), an industry that many regard
as having begun the “high-tech revolution” of the 1970s and
1980s, experienced the largest net employment decline (–
97,700) among the  civilian R&D-intensive industries. The
relative stability of employment levels in electronic
components and accessories—which includes semiconductors
and related devices, another “signature” high-tech industry
that has seen rapidly growing demand for its products since the
end of the 1990–91 recession—seems robust in comparison.

Burgeoning service industry employment and rapidly de-
clining defense-dependent manufacturing employment, then,
represent the two main shifts in the industrial composition of
employment in the R&D-intensive high-tech sector. The effect
of the shift from manufacturing to services is depicted in  chart

1. The services share of all  R&D-intensive high-technology
employment rose by almost 11 percentage points, from 28.0
percent to 38.9 percent, between 1988 and 1996;
manufacturing’s share fell from about 70 percent to 60 per-
cent. Moreover, the shift to services is not merely an artifact
of declining employment in defense-related high-tech
manufacturing:  even if defense-related employment levels had
remained unchanged, the stagnation of employment in civilian
high-tech manufacturing would have meant that manufacturing’s
share of all employment in R&D-intensive industries would still
have fallen, from 70 percent to 66 percent.20  This is at least
one indication that employment patterns in high-tech indus-
tries are repeating the decades-old shift to services in U.S.
nonfarm employment at large. Later, we will examine some
of the reasons that this is happening.

The demand for high-tech workers.   Gauging the demand for
high-tech workers—that is, those whose R&D activities  gen-

Table 1. Levels and net and percent changes, research and development  (Levels and net and percent changes, research and development  (Levels and net and percent changes, research and development  (Levels and net and percent changes, research and development  (Levels and net and percent changes, research and development  (  R&D)-intensive high-technology employment,)-intensive high-technology employment,)-intensive high-technology employment,)-intensive high-technology employment,)-intensive high-technology employment,
  January 1988 and January 1996, not seasonally adjusted, ranked by percent change, January 1988–January 1996  January 1988 and January 1996, not seasonally adjusted, ranked by percent change, January 1988–January 1996  January 1988 and January 1996, not seasonally adjusted, ranked by percent change, January 1988–January 1996  January 1988 and January 1996, not seasonally adjusted, ranked by percent change, January 1988–January 1996  January 1988 and January 1996, not seasonally adjusted, ranked by percent change, January 1988–January 1996

[Numbers in thousands]

     SICSICSICSICSIC JanuaryJanuaryJanuaryJanuaryJanuary JanuaryJanuaryJanuaryJanuaryJanuary NetNetNetNetNet  Percent Percent Percent Percent Percent
codecodecodecodecode 19881988198819881988 19961996199619961996 changechangechangechangechange  change change change change change

874 Management and public relations .......................... 482.3 859.0 376.7 78.1
737 Computer and data-processing services ............... 656.7 1,139.1 482.4 73.5
873 Research and testing services .............................. 470.4 562.6 92.2 19.6
384 Medical instruments and supplies ......................... 225.2 264.9 39.7 17.6
283       Drugs ..................................................................... 222.2 255.4 33.2 14.9
871 Engineering and architectural services .................. 708.2 813.0 104.8 14.8
355       Special-industry machinery ................................... 154.4 177.0 22.6 14.6

371 Motor vehicles and equipment .............................. 835.0 949.2 114.2 13.7
286        Industrial organic chemicals ................................. 143.6 146.9   3.3 2.3
287        Agricultural chemicals ........................................... 51.0 52.1   1.1 2.2
367 Electronic components and accessories ............... 608.6 608.9    .3  .0
284 Soap, cleaners, and toilet goods ........................... 153.4 149.7 –3.7      –2.4
366       Communications equipment .................................. 272.9 263.0 –9.9      –3.6
335 Nonferrous rolling and drawing .............................. 179.0 167.3 –11.7       –6.5

289 Miscellaneous chemical products .......................... 99.5 90.6 –8.9 –8.9
282 Plastics materials and synthetics ........................... 173.4 155.5 –17.9 –10.3
382 Measuring and controlling devices ........................ 318.7 284.7 –34.0 –10.7
362 Electrical industrial apparatus .............................. 178.1 159.0 –19.1 –10.7
285         Paints and allied products .................................... 62.2 55.3 –6.9 –11.1
281 Industrial inorganic chemicals .............................. 133.0 116.4 –16.6 –12.5
291         Petroleum refining ................................................ 123.4 99.7 –23.7 –19.2

357 Computer and office equipment ............................. 455.0 357.3 –97.7 –21.5
386 Photographic equipment and supplies ................... 109.8 84.7 –25.1 –22.9
131 Crude petroleum and natural gas operations .........   198.1 143.2 –54.9 –27.7
211       Cigarettes .............................................................. 40.6 28.2 –12.4 –30.5
372       Aircraft and parts ................................................... 682.2 446.9 –235.3 –34.5
381 Search and navigation equipment ......................... 325.4 153.0 –172.4 –53.0
376 Guided missiles, space vehicles, and parts ........... 211.6 93.4 –118.2 –55.9

           All R&D-intensive employment ................................ 8,273.9 8,676.0 402.1 4.9
      R&D-intensive manufacturing ............................... 5,758.2 5,159.1 –599.1 –10.4

   R&D-intensive durables ..................................... 4,555.9 4,009.3 –546.6 –12.0
   R&D-intensive nondurables ............................... 1,202.3 1,149.8 –52.5 –4.4
   Defense-related R&D-intensive manufacturing ... 1,219.2 693.3 –525.9 –43.1
   Civilian R&D-intensive manufacturing ................ 4,166.6 4,112.2 –54.4 –1.3

     R&D-intensive services ......................................... 2,317.6 3,373.7 1,056.1 45.6
     R&D-intensive mining ............................................ 198.1 143.2 –54.9 –27.7

 Industry Industry Industry Industry Industry
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erate the innovations for which these industries are known—
is a more difficult matter. Ideally, we would have liked to ex-
amine changes in the percentages of workers actually engaged
in R&D in these industries. Unfortunately, the occupa-
tion-by-industry employment data that Hadlock, Hecker, and
Gannon used to identify their high-tech  industries cannot be
reliably tracked across time. But, as we noted earlier, by look-
ing at four-digit industry shifts in levels of production and
nonsupervisory employment—which includes “product devel-
opment” workers and nonsupervisory professional special-
ists—we can try to construct a plausible scenario of where
high-tech occupational demand may have headed in recent
years.

From the 12 three-digit industries that recorded growing
or stable employment levels between 1988 and 1996, we se-
lected 22  four-digit component industries, based on our judg-
ment of their relative levels of R&D-intensity. Table 3 summa-
rizes employment changes in the 15 of these 22 industries in
which total employment also grew or was essentially un-
changed and for which data on production workers  were avail-
able.21  Finally, to survey the employment behavior of these
industries over the most recent business cycle, we broke the
96 months between January 1988 and January 1996 into three
periods: January 1988 through July 1990 (period 1), the final
months of the ascent to the peak of the economic expansion
of the mid- and late 1980s; July 1990 to March 1991 (period
2), the decline in output and employment to the trough of the
1991 recession; and March 1991 to January 1996 (period 3),
encompassing the recovery from the recession and the cur-
rent expansion.22

Before we examine the data, what can we glean from re-
cent research on the demand for high-tech workers? Several
studies have shown that the higher levels of computerization

and more rapid investment in newer technologies that charac-
terize the operations of high-tech firms raise their demand for
more educated workers and also can increase the overall share
of these types of workers in a given company’s work force.23

In his summary of these and other studies, Daniel S.
Hamermesh concludes that the demand for highly educated
and skilled labor complements more rapid turnover in tech-
nology and higher levels of capital investment.24 This sug-
gests that the closer a firm is to the technological frontier,
either in its use of advanced processes or in its efforts to de-
sign new products or processes, the stronger will be its de-
mand for high-tech workers.

Clearly, these firms have a strong incentive to continually
improve their core areas of technical capability.  Whether they
can do this, of course, is constrained by their success in at-
tracting and retaining high-quality research, design, and engi-
neering talent. And no matter how many scientists and engi-
neers there are at any given time, the best and the brightest are
always in short supply. Because research-grade scientists and
engineers are in such great demand, they tend to change jobs
more frequently. Analysts almost across the board have observed
that the highest rates of job creation, job destruction, and—
most vexing for personnel managers and corporate research
planners—job switching (both from firm to firm and within
firms)  occur among the most technologically innovative firms
in sectors in which overall employment is growing.25

Technological leaders thus face  serious problems in find-
ing workers with the right skills26  and difficulty in maintain-

Employment in Employment in Employment in Employment in Employment in R&D-intensive high-technology-intensive high-technology-intensive high-technology-intensive high-technology-intensive high-technology
industries as a percent of all nonfarm, allindustries as a percent of all nonfarm, allindustries as a percent of all nonfarm, allindustries as a percent of all nonfarm, allindustries as a percent of all nonfarm, all
manufacturing, all services, and all miningmanufacturing, all services, and all miningmanufacturing, all services, and all miningmanufacturing, all services, and all miningmanufacturing, all services, and all mining
employment, 1988–96employment, 1988–96employment, 1988–96employment, 1988–96employment, 1988–96

Category January 1988 January 1996

Employment in all R&DR&DR&DR&DR&D-intensive high-
technology industries as a percent of
all nonfarm employment ..................... 8.1 7.5

Employment in R&DR&DR&DR&DR&D-intensive
manufacturing as a percent of:

  All manufacturing employment ........ 30.2 28.4
    All durable manufacturing
      employment ................................ 40.7 37.8
    All nondurable manufacturing
      employment ................................ 15.3 15.1

Employment in R&DR&DR&DR&DR&D-intensive
  services as a percent of
  all services employment ..................... 9.5 10.2

Employment in R&DR&DR&DR&DR&D-intensive
  mining as a percent of
  all mining employment ........................ 27.7 25.7
TTTTTable 2.able 2.able 2.able 2.able 2.

Table 2.Table 2.Table 2.Table 2.Table 2.

Chart 1.     Industria l composition of employment 
                  in R&D- intensive  high-technology
                  industries, January 1988 and 
                  January 1996
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ing stable R&D work forces, in terms of both numbers and
productivity. Instability, of course, can result in dynamic losses
of knowledge, the accumulation of which is central to the suc-
cess of high-tech firms. Accumulating knowledge involves
positive feedback in the form of increasing returns,27 which
enable high-tech firms not only to remain high tech, but also
to maintain their presence in, or even persistently dominate,
innovative markets.28

In order to attract and keep R&D talent, then, firms must
cultivate well-articulated internal labor markets for scientists,
engineers, and other classes of skilled employees, provide high
wages and benefits, and emphasize participation in state-
of-the-art projects.29 As Lia Pacelli, Fabio Rapiti, and Ricardo
Revelli note, “whenever the value of a job-worker match is
high, firms will take actions to reduce the risks that the match
breaks up.”30  By helping retain workers whose skills are hard
to come by, these measures keep training costs lower and al-

low internal investments in human capital to pay off.
The conflict between maintaining a technological edge and

the intense competition between firms to attract scarce
research-grade talent leads us to conclude that R&D-intensive
firms face a continuous struggle to retain adequate levels of
R&D workers. Plausibly, one of two scenarios occurs. In the
first, firms will try to maintain relatively constant levels of
R&D workers, increasing them slowly in response to product
or price competition, growing demand, or both. In this “con-
stant-levels” scenario, the number of R&D workers in a firm
would tend to lag behind changes in production employment,
causing the ratio of R&D workers to production workers to
vary inversely with growing demand, measured in terms of
revenue or output. We believe that this is likely to be the “mini-
mum program” that many, if not most, R&D-intensive firms
are realistically able to attain.

In the second scenario, which we might call the “constant-

Changes in total employment and in production employment, selected four-digit Changes in total employment and in production employment, selected four-digit Changes in total employment and in production employment, selected four-digit Changes in total employment and in production employment, selected four-digit Changes in total employment and in production employment, selected four-digit RRRRR&&&&&DDDDD–intensive industries, not–intensive industries, not–intensive industries, not–intensive industries, not–intensive industries, not
seasonally adjusted, ranked by percent change in total employment, January 1988–January 1996seasonally adjusted, ranked by percent change in total employment, January 1988–January 1996seasonally adjusted, ranked by percent change in total employment, January 1988–January 1996seasonally adjusted, ranked by percent change in total employment, January 1988–January 1996seasonally adjusted, ranked by percent change in total employment, January 1988–January 1996

[Numbers in thousands]

7371 Computer programming services ..... 140.9 120.3 33.8 28.9 1.7 1.1 105.4 69.1
Production workers .......................  124.2  133.1 26.0 27.9 2.7 2.3 95.5 78.3

8742 Management consulting services ..... 158.7 112.9 48.9 34.8 7.0 3.7 102.8   52.3
Production workers ....................... 122.5 120.7 34.4 33.9 6.2 4.6 81.9 57.6

8732 Commercial nonphysical research .... 38.4 47.8 17.1 21.3 –1.5 –1.5 22.8   23.8
Production workers ....................... 36.4 60.2 14.1 23.3 .4 .5 21.9 29.2

7373 Computer integrated
system design ................................ 40.7 44.1 5.1 5.5 1.1  1.1 34.5   35.0
Production workers ....................... 28.6 41.2 10.0 14.4 .2 .3 18.4 23.1

3714 Motor vehicles parts
and accessories ............................. 108.9 27.2 2.5  .6 –25.5 –6.3 131.9   35.0
Production workers ....................... 87.7 27.3 –5.2 –1.6 –23.7 –7.5 116.6 39.9

8711 Engineering services ........................ 93.6 17.4 83.1 15.4 –38.0 –6.1 48.5   8.3
Production workers ....................... 73.5 16.3 63.8 14.1 –32.9 –6.4 42.6 8.8

2834 Pharmaceutical preparations ............ 23.3 12.8 16.1 8.8 2.9  1.5  4.3   2.1
Production workers ....................... 25.1 30.8 8.3 10.2 2.4  2.7 14.4 15.6

3556 Food products machinery ................. 2.9 12.8 1.3 5.8 –1.0 –4.2 2.6 11.4
Production workers ....................... 2.2 16.5 1.0 7.5 –.9 –6.3 2.1 15.7

2869 Industrial organic chemicals, n.e.c.1 . 8.8  8.0 14.9 13.6 –1.9 –1.5 –4.2 –3.4
Production workers ....................... 2.3  3.6 2.7 4.2 –4.2 –6.2 3.8 6.0

8712 Architectural services ....................... 8.4  7.0 9.6 8.0 –8.2 –6.3 7.0 5.8
Production workers ....................... 6.0  6.4 8.4 8.9 –7.1 –6.9 4.7 4.9

8731 Commercial physical research ......... 13.5  6.5 33.0 16.0 3.1 1.3 –22.6 –9.3
Production workers ....................... 11.2  7.6 10.5 7.1 .0   .0 .7 .4

3841 Surgical and medical instruments ..... 5.3  5.5 5.6 5.8 5.9  5.8  –6.2 –5.8
Production workers ....................... 8.2 14.8 3.6 6.5 4.7 8.0 –.1 –.2

8733 Noncommercial research
organizations .................................. 2.9 2.3 19.0 15.0 –7.7 –5.3   –8.4     –6.1
Production workers ....................... –.4  –.4 6.5 6.5 –4.6 –4.3 –2.3 –2.3

3711 Motor vehicles and car bodies .......... .7   .2 –19.6 –5.7 –31.3 –9.6 51.6 17.4
Production workers ....................... 9.1  3.5 –22.0 –8.5 –25.0 –10.6 56.1 26.6

3674 Semiconductors and
related devices– ............................. –3.0 –1.2 –13.4 –5.3 –6.2 –2.6 16.6 7.1
Production workers ....................... 13.0 13.1 –5.5 –5.5 .6   .6 17.9 19.0

All R&D–intensive employment .......... 644.0 22.7 257.0 9.1 –99.6 –3.2 486.6 16.3
Manufacturing ............................... 146.9 10.4 7.4  .5 –57.1 –4.0 196.6 14.4
Services ........................................ 497.1 35.0 249.6 17.6 –42.5 –2.5 290.0 17.8

Production employment .................... 549.6 27.3 156.6 7.8 –81.2 –3.7   474.2     22.7
Manufacturing ............................... 147.6 16.5 –17.1 –1.9 –46.1 –5.3 210.8 25.4
Services ........................................ 402.0 35.9 173.7 15.5 –35.1 –2.7 263.4 21.0

Table 3.Table 3.Table 3.Table 3.Table 3.

January 1988–
January 1996

January 1988–
July 1990

July 1990–
March 1991

March 1991–
January 1996

NetNetNetNet Percent PercentPercentPercent

SIC
code

Industry

        1  n.e.c. = not elsewhere classified.
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proportions” model,  levels of R&D employment might increase
in rough consonance with production employment levels,
thereby maintaining a constant proportion of R&D workers in
the production worker mix. In either model, other things re-
maining equal, the demand for R&D workers increases in grow-
ing industries, but more slowly in the “constant-levels” model
than in the “constant-proportions” model.

Does the welter of “up-and-down” detail  in table 3 give us
significant clues about which model is operating in the real
world? First, total employment grew by 644,000 across the
15 industries. Of the 644,000 new jobs, roughly 85 percent
(550,000) were in production and nonsupervisory occupations.
Consistent with the overall shift toward services and away
from manufacturing in the R&D-intensive sector, almost
three-quarters of the new production and nonsupervisory oc-
cupations (402,000) were created by R&D-intensive service
industries. Given our understanding of the constraints on
R&D-intensive firms as they recruit and retain high-tech work-
ers, these aggregate figures alone tell us that, even if the “con-
stant-levels” model is operating across all the firms and in-
dustries listed in table 3, demand has been relatively strong in
this cross section of industries for high-tech product develop-
ers and the professional specialists from which R&D (and
D&E—design and engineering) employees emerge.

But both models may be operating. Production employ-
ment—and, within that, R&D employment—varies across es-
tablishments of different sizes and ages. For example, we know
that both kinds of employment rise in high-tech firms that
focus on new products and fall where the  focus is on adopt-
ing new processes.31 But firms in a high-tech industry may do
both, or change emphasis from one to the other, in relatively
quick succession. In automobiles, a sector that usually ap-
pears to concentrate on supplying new products, restructur-
ing throughout most of the 1980s resulted in the loss of hun-
dreds of thousands of production jobs—the  last  vestige of
which may be visible in period 1. But there was relatively
strong production employment growth after the recession and
well into the mature phase of the recovery (period 3), as new
products (car models with new features and accessories) in-
tensified competition in the North American-based auto in-
dustry. Table 3 shows that the lion’s share of growth in period
3 was for production employment in motor vehicle parts and
accessories (SIC 3714), where competition in developing new
products (and, to some degree, new processes) is especially
keen. It is likely that engineers working on D&E for new prod-
ucts were in great demand among the firms in this industry. In
that case, the faster growth, “constant-proportions” scenario
may have been in force as firms scrambled to rapidly increase
their product development capabilities.

The same sequence of restructuring appears to have oc-
curred in semiconductor manufacturing (SIC 3674) over
roughly the same period, when markets, technologies, and sci-

entific talent shifted from mainframes to PC’s. But it may have
had a different outcome in terms of the demand for high-tech
workers.  Production employment continued to fall in period
l, but stabilized and reversed course after the recession, as
new generations of chips followed each other in quick suc-
cession. However, microprocessors are both a product and a
process, with end uses (in a home or business computer) and
intermediate uses as elements in their own, as well as in other,
industries’ production systems. Production employment in
semiconductor manufacturing, then, is bracketed simulta-
neously by process innovations that reduce it and product in-
novations that increase it. Semiconductor firms maintained
their production work forces at essentially constant levels dur-
ing the recession and, in response to vastly increased demand
for chips after the recession, slowly added production work-
ers between l991 and 1996. In this instance, the “constant-
levels” scenario of high-tech worker demand may be more
plausible.

The data in table 3 also reveal that, since the end of the
recession, many high-tech firms maintained or increased their
production work-force levels while reducing supervisory em-
ployment. Production employment constituted about 60 per-
cent of total employment growth during  period l, compared
with 98 percent during period 3. In manufacturing, 5 of the  7
industries (pharmaceutical preparations, industrial organic
chemicals, surgical and medical instruments, motor vehicles
and car bodies, and semiconductors and related devices) main-
tained or increased their production work-force levels while
displacing supervisors. In services, the proportion of produc-
tion jobs created moved from about 70 percent in  period l to
91 percent of the total change in employment during  period
3. Only in noncommercial research organizations (SIC 8733)
were production worker positions eliminated along with those
of supervisory workers.

A large amount of the supervisory loss would appear to be
almost certainly the result of the recent corporate emphasis
on “flattened” organizational structures that has led to layoffs
among middle managers.32  Further, in commercial physical
research (SIC 8731) and noncommercial research services (SIC

8733), it is probable that supervisory employment shrank along
with production employment during period 3 as a result of
cuts in the growth of the national defense budget.33  But the
husbanding of production workers in strategically important
four-digit R&D-intensive industries during the recession and
afterward is consistent with the need to conserve high-tech
know-how upon which technically sensitive production sys-
tems ultimately depend. In general, it indicates that the over-
all demand for high-tech workers is, at the very least, stable,
no matter which demand scenario is operating in a particular
industry.

Given that we analyzed only the performance of the com-
ponents of  three-digit R&D-intensive industries  in which total
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employment was at least stable over the period in question,
this conclusion is true, but trivial. So we ask a more poignant
question: what kind of R&D workers have been demanded?
Neal H. Rosenthal reports that three of the fastest growing
occupations in the United States between 1983 and 1993 (an
interval that partially overlaps our study period) have been
computer systems analysts, engineers, and scientists.34 The
industrial composition of changes in production employment
in table 3 is consistent with this finding. Two of the compo-
nents of computer and data-processing services—computer
programming services (SIC 7371) and computer integrated sys-
tems design (SIC 7373), the latter a more specialized and, argu-
ably, a more R&D-intensive industry—had the first- and
fourth-highest percentage increases in production employment,
133 percent and 41 percent, respectively. Together, these in-
dustries produced 3 times more production positions in  pe-
riod 3 than in period 1 (114,000, compared with 36,000) and
more than one-quarter of all the production jobs created be-
tween 1988 and 1996. It is not mere speculation to assert that
in these two industries, computer systems analysts, engineers,
and scientists are the occupational groups from which cadres
of nonsupervisory R&D workers emerge.

Another industry in which production employment more
than doubled over the last  8 years was management consult-
ing services (sic 8742). The approximately 123,000 new posi-
tions, two-thirds of which were added after the recession, al-
most certainly included R&D workers in professional specialty
occupations  such as management analysis, operations research,
industrial engineering, psychology, economics, and other so-
cial, behavioral, and management sciences. These occupations
were also likely to be in great demand in the commercial non-
physical research industry (SIC 8732), in which production em-
ployment increased by 60 percent.

The  preceding four computer, management consulting, and
commercial research services industries generated 312,000 of
the 550,000 new production jobs in the R&D-intensive indus-
tries in table 3. Elsewhere, the biggest increases in production
worker employment were in motor vehicle parts and accesso-
ries (87,700), engineering services (73,500), pharmaceuticals
(25,100), semiconductors (13,000), commercial physical re-
search (11,200), and motor vehicles (9,100). As mentioned
earlier, firms in the automotive sector and in engineering serv-
ices appear to have added relatively large numbers of non-
supervisory engineers, as cyclical forces and technological
mandates for cleaner and safer vehicles compelled them to
enlarge their pools of research talent. However, production
worker employment levels in commercial physical research
have been flat throughout the recession and the current expan-
sion. And demand for the life and physical scientists, com-
puter scientists, mathematicians, and statisticians that fill the
R&D positions in pharmaceuticals and semiconductors has prob-
ably not been as strong as that for the professional specialists

most likely to fill R&D positions in the four service industries
discussed previously.

We can further examine these qualitative inferences about
which high-tech occupations have been in demand by look-
ing at the number of new openings that the Bureau of Labor
Statistics expects to be created in the next decade for occupa-
tions we have deemed most likely to engage in R&D.35  The
following tabulation shows total projected job openings and
percent changes in employment between 1994 and 2005 for
likely R&D occupations in the four services industries at the
top of table 3.36

           Job openings       Percent
(thousands)  change

Total ...................................... 1,100   —

Computer systems analysts,
  scientists, and engineers ......... 819  91
Management analysts ............... 109   35
Industrial engineers .................. 47             13
Psychologists . .......................... 45             23
Operations researchers ............. 35            50
Economists ............................... 30            25
Other social scientists ............... 15        19

 NOTE:   Dash indicates no figure calculated.

The next tabulation shows projections for likely R&D occu-
pations in the seven four-digit R&D-intensive manufacturing
industries and for architectural services, noncommercial re-
search, commercial physical research, and engineering serv-
ices.37 Significantly, the last two are recognizable as “producer
services” that typically carry out specialized tasks for manu-
facturers, construction firms, and mining concerns.

Job openings Percent
(thousands)  change

Total ...................................... 518  —

Electrical engineers .................. 157 20
Physical scientists ..................... 104  19
Mechanical engineers ............... 98 19
Life scientists ........................... 94   24
Architects ................................. 35     17
Chemical engineers .................. 21    13
Metallurgical, ceramic, and
  materials engineers .................  6      5
Mathematicians ........................ 3       5

NOTE:  Dash indicates no figure calculated.

In the first tabulation, total job openings are projected to
outnumber those in producer services and manufacturing by
roughly 2 to 1. The total  is, of course, heavily weighted by the
large number of computer-related professional specialty open-
ings. Clearly, not all computer professionals will be hired by
computer and data-processing firms. Many—along with some
social scientists and management specialists—will be hired
by  service providers and manufacturers, so the total  in  the
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second tabulation is biased downward. But the disparity be-
tween what we can infer about recent and projected demand
for occupations in industries that principally provide
R&D-intensive computer, management, and nonphysical re-
search services, compared with those historically associated
with  the production of goods, does not seem merely coinci-
dental:  it is consistent with the shift toward services in the
industrial composition of employment that is occurring in the
R&D-intensive sector of the entire U.S. economy.

Causes of high-tech changeCauses of high-tech changeCauses of high-tech changeCauses of high-tech changeCauses of high-tech change

So far, we have uncovered hard evidence for two significant
employment shifts in U.S. high-tech industries: (1) very slow
growth in overall employment, held down by huge losses in
R&D-intensive defense-dependent manufacturing and the vir-
tual stagnation of employment in civilian R&D-intensive manu-
facturing; and (2) a shift in the industrial composition of high-
tech industries toward services and away from manufacturing,
driven by large employment gains in computer and data proc-
essing and in management and public relations. With these
numbers as a backdrop, we have also seen evidence suggest-
ing that the demand for high-tech workers is shifting toward
occupations that have more to do with the production of serv-
ices than the production of goods.

Outside of the events occurring within the defense indus-
try, which operates according to the logic of what might be
called  the “geopolitical business cycle,”  what is causing these
trends? Technological change is certainly the most important
determinant.38  The critical point here is that labor-saving proc-
esses developed by R&D-intensive industries not only are
adopted in other sectors, but cause changes in their industry
of origin as well. This is nowhere more vividly seen than in
the computer and office equipment industry. Today, approxi-
mately 15 years after PC’s were first widely marketed, there is
an installed base of tens of millions of these devices. In  accor-
dance with the empirical regularity in computing technology
known as “Moore’s law,”39 the computing power embedded in
these machines has continually increased over the last two
decades, while the price of that power has decreased. This
phenomenon has lowered the cost of automating (“computer-
izing”) design and manufacturing processes in computers and
other civilian high-tech manufacturing industries. In turn, au-
tomation has reduced the number of workers required at any
output level, while both production capacity and demand for
computers have continued to grow.40 The result has been not
only rising output and falling employment in computer manu-
facturing, but the likelihood of a relentless continuation of
these trends: the Bureau of Labor Statistics projects that, be-
tween 1994 and 2005, annual output in the computer industry
will rise by 7.3 percent. This is the fastest rate of output growth
of the detailed industries for which the Bureau prepares pro-
jections. Employment levels, on the other hand, will fall by

an annual rate of 2.6 percent.41

In addition, the perverse economic logic of Moore’s law
holds for other types of consumer electronics manufacturing
(for example, cellular phones and pagers).42 In some cases, it
forces producers to sell these products at or below cost in
order to boost sales of complementary goods with higher profit
margins, such as software or technical services. This tendency
not only gives impetus to the shift to services in the industrial
composition of employment in high-tech industries, but may
even help accelerate the observed increase in the proportion
of nonproduction occupations—for example, in sales and mar-
keting—within manufacturing as a whole.43

The Bureau of Labor Statistics has noted that for electron-
ics and computer manufacturers who are less willing to invest
in automation, another strategy that reduces labor requirements
is to shift “subassembly or component production functions
to countries where labor is cheaper.”44 This, too, is facilitated
by vastly improved communications technologies, which are
themselves the products of the microelectronics revolution
that began in the mid- and late 1950s. These technologies
allow R&D-intensive firms to disperse their production facili-
ties internationally, yet control them effectively on a day-to-day
basis.  Further, “if this trend continues, assembly work sent
abroad may well cost more jobs than [do] robots or other au-
tomated manufacturing systems.”45

Finally, across a broader spectrum of industries, including
the automotive and special-industry machinery industries (for
example, machine tools), the linkage of ever more powerful
and cheaper computing technology with manufacturing proc-
esses has made possible the vertical disintegration of both the
design and manufacture of components previously made
in-house. A leading trade publication recently reported that
two of the world’s biggest automobile manufacturers now
“outsource” as much as 70 percent of their  production of
components to smaller companies.46  Typically, competition
among these suppliers for contracts from larger firms is in-
tense. This generates additional motivation to cut labor re-
quirements by introducing computer technology that lowers
the number of relatively high-waged employees necessary to
produce a given component or subassembly.

Consequences of high-tech changeConsequences of high-tech changeConsequences of high-tech changeConsequences of high-tech changeConsequences of high-tech change

While technological change is eliminating jobs in civilian
R&D-intensive manufacturing, it is simultaneously creating a
very large pool of new employment in R&D-intensive services.
More importantly, we have seen evidence that it may be chang-
ing the composition of demand for high-tech workers,  as well
as the character of the work they perform.47  The R&D of pro-
fessional specialists in management consulting, for example,
is quite different from what we usually picture when we think
of high technology. These workers do not wear lab coats, nor
do they do applied physical research for manufacturing firms.
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As organizational theorists have noted repeatedly in recent
years,48 the new type of development of products and proc-
esses  of management consulting specialists—a development
that nevertheless has a feature instantly recognizable as com-
mon to all R&D activity—is to take existing knowledge about
how organizations carry out their missions and fashion it into
more efficient organizational structures for doing so. Funda-
mentally, whether the firm is a for-profit, nonprofit, or gov-
ernment entity, management consultants and researchers at-
tempt to manage knowledge about knowledge, to improve
their clients’ organizational capabilities. And at least one set
of researchers has argued forcefully that in high-tech goods
production, organizational structure, more so than the techni-
cal breakthroughs that R&D workers produce, provides the sa-
lient difference in the competitiveness of firms, both domes-
tically and internationally.49

However, our discussion of occupational employment
trends was an imprecise way of analyzing recent and future
demand for high-tech workers. Because we chose only the
four-digit components of three-digit industries in which total
employment either grew or remained static over the January
1988–January 1996 interval, we omitted trends in the  three-digit
R&D-intensive manufacturing industries identified by Hadlock,
Hecker, and Gannon that lost employment over that time. It is
important to note that the Bureau of Labor Statistics expects
all of these industries to continue to increase output and shed
jobs over the next decade.50 In light of their increasing use of
automation and transfer of relatively labor-intensive produc-
tion work to subsidiaries offshore and subcontractors at home,
will their demand for high-tech workers fall along with pro-
duction employment? If so, what will be the effect on the ca-
pacity of these industries to generate innovations? These ques-
tions bear directly on the global demand for U.S.-made
high-tech goods and on the developmental trajectory of the
U.S. economy in the long term.

No direct evidence exists about R&D workers as such, but,
as we stated earlier,51 there is empirical support for the belief
that in manufacturing at large, the introduction of new tech-
nologies is associated with increased demand for skilled work-
ers.52 These findings support the hypothesis that a process of
“skill-biased technical change” is occurring in American
manufacturing and, by extension, in high-tech manufactur-
ing. Ernst Berndt, Catherine Morrison, and Larry Rosenblum,
for example, found positive correlations at the industry level
between expenditures on high-technology capital goods (for
example, computers) and the educational attainment of work-
ers.53 Eli Berman, John Bound, and Zvi Griliches obtained
similar results.54 But the most recent and direct evidence per-
taining to skill-biased changes in the occupational structure
of high-tech manufacturing gives a conflicting picture. In
cross-sectional analyses of 358 plants, researchers from the
Census Bureau’s Center for Economic Studies found that the
more technologically advanced establishments relied more

heavily on educated workers, employed a higher fraction of
workers in skilled occupations, and had higher proportions of
college-educated workers in their employee mix.55 In a sepa-
rate time-series analysis of plants that survived across the
1977-to-1992 interval, however, these same researchers indi-
cate that the direction of causality may be the other way—
that is,  that “the adoption of new technologies is more likely
to occur in plants with skilled workforces.”56

Some of the lack of clarity about the effects of technology
on the R&D intensity of occupational employment in manu-
facturing may have to do with technologically driven changes
in our definition of the term “skill.” For example, U.S. firms
in the R&D-intensive automotive, electronics, industrial equip-
ment, and instruments sectors have recently adopted an orga-
nizational regime called “lean manufacturing.”57 Pioneered
originally by the Japanese,  this process has  a dimension that
is crucial to the aforementioned debate: firms require produc-
tion workers to be “flexible,” rather than intensively special-
ized in a narrow function or set of skills. A report by the
McKinsey Global Institute notes that the latter characteristic
is often disparaged by managers in a lean manufacturing en-
vironment, because they believe that it fosters rigidity and
“compartmentalization” on the assembly line, thereby under-
mining productivity.58

One recent firsthand account describes the effect of lean
production on the skill mix of workers in U.S.-based (but
Japanese-owned) automobile manufacturing plants.59 Produc-
tivity increased in these plants after the replacement of more
traditionally “skilled” production workers with “integrated
workers” who have few recognizable skills other than the gen-
eral physical and mental dexterity that allows them to fit eas-
ily into different “teams” with rapidly changing tasks. Man-
agers were reported to have little regard for the educational
or vocational qualifications of prospective workers, outside
of their aptitude and enthusiasm for the work team concept
and practices.

It seems clear that the movement of “flexible” production
employees into jobs once occupied by traditionally skilled
workers—those who were adept at performing one task or
operating one machine in the manner of Adam Smith’s pin
factory or Henry Ford’s early assembly lines—is a manifesta-
tion of skill-biased technical change, albeit of a different char-
acter than that envisioned by those who have researched the
issue so far. Although it may be several steps removed from
the final product, Moore’s law is present even in autos and
highly specialized fields like special-industry machinery, in
which retail prices (and, presumably, unit production costs)
still tend to rise as the quality of final outputs increases. Not
only can the design and production of final goods in these
industries be simplified through computerization, but so can
the design and production of the machines that make the final
goods, and so on. Technological advance thus makes avail-
able to managers increasingly powerful and more inexpen-
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sive computing technology, enabling an array of ”lean” strate-
gies for cutting production costs, which further spurs competi-
tion. As we have said, these strategies include automation, ex-
porting jobs, and outsourcing, all of which reduce employment
and redefine the skilled production worker as a worker whose
social skills and natural dexterity matter more than special-
ized training.

Because much of the specialized work of translating prod-
uct design into more easily assembled commodities is, and
will continue to be, assisted by computers, some analysts be-
lieve that the near-term result of this progression will be the
so-called soft factory. This locus links computer and data-
processing service providers with high-tech manufacturers
who have adopted PC’s as both labor-saving and “labor-en-
hancing” technologies. For many of these firms, software—
and, by implication, the high-tech workers in R&D-intensive
industries who design and integrate the software into pro-
duction systems—is now more important in manufacturing
than is hardware.60  Today, human workers  utilize custom
software in PC networks to do an increasing share of simple
“mass-customized” assembly of components using data on
consumer preferences relayed directly from customers,
through sales offices, to factory-floor PC’s. One prominent
electronics manufacturer uses an assembly line staffed by 40
workers to turn out custom orders for 27 different products
simultaneously, specifications for which are entered into the
computer network by telephone sales operators hundreds or
thousands of miles away.61  Although this stage in the evolv-

ing relationship between robots and human workers may trans-
late into greater demand for computer- and statistically liter-
ate production workers,62 those workers may not be required
to possess specialized technical skills. Instead, if lean manu-
facturing takes hold throughout the high-tech sector, they will
be required to have the more general capacity of being able to
move, think, and—most  important—learn quickly, as their
companies respond to rapidly changing market conditions.

Other things equal, then, the progression of these forces
undergirds our earlier assertion that demand will continue to
increase for R&D workers in computer and data-processing
services, management consulting, and nonphysical research.
As the scope of  these workers’ activities widens, and their
linkages with high-tech manufacturing firms become more
numerous, the learning-by-doing inherent in any specialized
activity will tend to enhance the innovative capacity of the
providers of these R&D-intensive services. In high-tech manu-
facturing industries in which employment is falling, however,
job loss among production workers will at best tend to hold
down the growth of workers engaged in R&D. But because
R&D workers will continue to have more powerful research
technologies at their disposal, if the absolute number of  such
workers in these industries decreases over time, it is not a fore-
gone conclusion that their innovative capacity will decline as
well. In short, R&D-intensive firms will tend to remain  that way.63

But the “creative destruction”64 of technological change occur-
ring within R&D-intensive industries will undoubtedly con-
strain our predictions about other developments.
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