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KEY WORDS: Kalman filter, revisions, time series results primarily from the inability of the sample to
captureemployment at nevestablishments and to
The Current Employment Statistics (CE8jvey reflect lossesvhenestablishments close down in a
is a monthlypayroll survey of more¢han 380,000 timely fashion. This results in the sample frame
non-agricultural business establishments. Ibias andhe responsbias. The establishments are
provides estimates of employmerftours, and not on the frame to be sampled because of the lag
earnings by industry fothe Nation, States and between going intdusiness and showing up on a
Metropolitan Areas. Employment estimates are Ul name andaddress file available to thetate's
revised annually in a process called benchmarkindCES operation. This is a sample franigas.
reconciling estimates to counts @mployment Failure toreceive areport from anestablishment
available from administrative records of themay be interpreted as only a nonrespomken the
UnemploymentInsurance programs (Ul) (BLS, establishmentas actuallygone out of business.
1988). Revisions made from benchmarkihgve This is a response bias.
been large, occasionallyeven for total payroll Methods used to date to adjust flee bias, such
employment at theational level. The objective of as simple averages of three previous benchmark

this research is to impro@ESestimates to reduce revisions or regression adjusted averages, have not
benchmark revisions in a mannémat can be performed Consistenﬂy_

applied in a production environment. In a recent article, Neumark and Wascher (1991)
have shownthat the use of othereconomic
Background information available intime for the release of

The estimator foremployment in the CES preliminary CES estimates can reduce the annual
program is called thénk relative estimator. The revision in total payroll employment. Although this
link, the ratio of the reported currenmonth’s work wasdone on thenational level, itwas hoped
employment,ec, to the reported previous month's that some of the information would be of help in
employment, ep, is multiplied by the estimated modeling at the industry division level.
previous month's employmertp, to estimate the  In this paper, wavill attempt to adjust for third
currentmonth employmentfe.  Only the sample closing bias atthe major industry divisiorievel.
units that appear in botimonths are used in The divisions are Mining; Construction;
computing the link. Manufacturing; Transportation and Publitilities

Ec = (e/& ) Bp (TPU); WholesaleTrade; Retail TradeFinance,

Employment estimatefor a given month are Insurance, and Real Estate (FIRE); and Services.
revisedfour different times, thdastrevision is the
benchmark revision. The benchmaaiployment Data
level in March is taken from the Covered Two series oflata areused forthe research: the
Employmentand Wages (ES-202) prograwhich  CES published third-closing estimates and the ES-
summarizes quarterigata forworkers covered by 202 datafrom April 1983 through June 1992.
the States' Ul programsBenchmark revisions for Recall thatthe publishedCES estimateswere
other monthsare smoothed over the 12-month adjusted fobias. Weremoved théviasadjustment
period. Our work deals with the third estimate from the third-closing estimates and computed the
(second revision). This third-closing estimate is monthly links. Beginning with third-closing
produced at the beginning of thkird month  estimates in November 1988, records of the amount
following the reference month. of monthly bias added to the estimates are

The publishecemploymentestimates from the available. Monthly linkswere computed at the
CES survey include an adjustmeftr bias that division level by removing thebias from the



published employmengstimates andlividing the

Theemployment linkand the linkbias series are

unadjusted estimates by the bias-adjusted previousodeled separately withstate spacemodels as

month's estimatesPrior to November1988, only
the annual amounts obias were available.
Analystsbelievethatthe monthlybiasdid notvary
much during this period. Monthly linksvere
computed by prorating the annual amountoiafs
and removing it evenly from these monthly links.
We consider th&S-202 dateseries as the true
employment series and computed th&S-202
monthly linksafterthe effects of noneconomiode

changesare removed. Noneconomic changes are
administrative changes in establishment industry or

location assignment. State EmploymentSecurity
Agencies implement these chandasiuary okach
year along with a revisebecember employment
level. To avoiddrasticmovement inJanuarylinks

caused by this reassignment, we recalculate
January ES-202inks using the revised December

employment level. Reassignments h#egs of an
impact on CES links becauseCES links are

calculated usingnly establishmentthat are in the
sample both the current and the previoognth.

Both series were prior adjustedraamove the effect
of strikes.

We constructed a third series, thias series, by
taking the difference between tES-202monthly
links and the third-closingnonthly links. For
simplicity, we will refer to th€eS-202monthly link
series as themployment (link)series, the third-

described in Harvey(1989). The relationship
above will be used tapdate thestate vectoevery
time a newsample link isavailable. From there,
the true employment link is forecasted.

For each industry division, dasic structural
model isused to fit theemployment linkseries and
the link bias series. Thmodel isset up explicitly
in terms of componentsthat have direct
interpretation. The employment link is written as

YE =UE +YE el
whereuf is a local linear trend
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Bf =By +E&C
andytE is a local seasonal pattern
11 E E
2V =0 .
j=1
In state space form this is expressed as follows.
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closing monthly links as the sample (link) seriesgn

and their difference as the (link) bias series.

We also have series of potential explanatory
variables available: the change in the Index of

Leading Economidndicators,including several of
its component parts, CPSemployment, initial
claims for unemployment benefits, samplhatio
(ratio of seasonally adjusted sampilek to the

previous month's seasonally adjusted sample link),

the change in average number aburs of
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We assume thathe error ¢f is a serially
uncorrelated disturbance distributeqo, hF), and

production and non-supervisory workers, andnE s a vector of serially uncorrelated disturbances

guarterly birth data .

Model
The basic model foy, the sample link, is
Yo = vE + ¥,
whereyf is the employment link at time and y2
is the link bias at time t.

distributed N(0, QF). The disturbances are
uncorrelated with each othéor all time periods
and are uncorrelatedith the initial state vector
af, which is assumed to be distributiidaF, RE).

The model could be extended to include
explanatory variables,

Yo TH+Y, H(X)' B, +e



where the vectorx, contains the explanatory The employment link at time t could then be
variables, the vecto, contains the unknown forecastto be
parameters associated with them, and v =[zE o]'EqS :

O = Og * Vi This approach is similar to Harvey (1984) for
v¢ is a white-noisedisturbance vector with a gatarevisions, although henodels the components
positive semi-definite covariance matrix. as autoregressive processesCoomes (1988)

When themodelincludes explanatory variables, applies a similar approach @ES areaestimates.
the measurement equati¢h) and the transition Sommers andStamas (1991) apply thimodel,
equation (2) ofthe state spaceemain the same. without explanatory variables, t6€ES data for
However the measurement vectdr and the state selected two digit SICs.

vector af change slightly to include additional  Alternatively, the sample link could be used as an

information as explanatory variable in thextended modéfor the
=1 010 0 x' employment link,without using information from
E E E E E E the link bias series. In this paper, thisdéferred to
aF =l By Yy Yi—q o Yi—10 O as a single equation model.
. . T O
and the transition matrix become$ = {o | } Estimation
The biaslink series ismodeled as &asic In the two-equation model, the employmiamk

structuralmodel, similarly to theemployment link ~@nd the linkbias aremodeledseparately. In this
model above, with no explanatory variables. InS€ction thesuperscriptsndicating employment or
state space form, all equations dfie basic Pias serieswil be dropped. Each model is
structural model stay the same. initialized with a; as a vector of zeros arRy =kl
Models of the employment lirénd the linkbias ~WhereK is a large number and is an identity
could be combined in orsate space fornmelating matrix. Maximumlikelihood is used to estimate
their relationship to the sample link. We refer tothe hyperparameters using the prediction error
this as a two-equatiomodel. We could write the decomposition method. The hyperparameter® of
sample link in state space form as are expressed relative td. We assume the
yo = (29 @P+ed covariance of théevel and the seasonabmponent
' are zeromakingQ a diagonal matrix of variances
for eachcomponent. The variande is a scalar
where representing the variance of the disturbance term in
s [££] s_[af| s_[nf| s [TE o the measurement equation. The diag@hanents
z = o= ol ne ' T7= o TB of the matrix Q/h that have not alreadybeen
assumed zero are selected to minimize L.

S _TSrS. +nS
oaf =T gy +ng

andep =eF +¢f .
We would like to estimate$ given all the L - t %Igg fto T-dog( /1 T)-d( %1 YV |
=0d+. =0d+.
information available up to and including time1. \ )
P J =@ B+ T s the

Let a8, be the optimal estimator ofS; based on Where fut1 = _ _ >

t-1, with mearsquare erronl. We estimatcexts the parameters, d is the number of rows in the
transition matrix, andv, = y; — $%;-1-

aS4 =TSH, | Innovations, the differences between the predicted

with MSE a.md' the realized_valueare incorporatednto _the
RS - TSRS, TS+ QS. likelihood function after d observations.

=1 e _ Minimization wasachieved using the methotith

Once the observatioyf is available at time t, we scaling, of Broyden, Fletcher, Goldfarb and Shanno
can update the state vectqt by a° with MSER® a5 programmed in GAUSS3861993). Relative
using the usual updating equations of the filter.  variances are returned tdhe original Q,

at timet-1 by



nonrelative form, and the filter is reprocessedemployment linkand the forecastegémployment
returning estimates ofy and Pr to initialize the link. The mean predictioerror (MPE) isdefined
process estimatingmploymenthrough the sample as the average of these prediction errors over the 15
link model. months.
Another measure @fror isthe extrapolitive sum
of squares (ESS)yhich is the sum of the squared
errors for all ofthe observations in the forecast
period. After fittingmodelsthrough March1991,
we calculated th&SS forthe April 1991 to March
1992 period, divided by 12and called it thanean
extrapolated squared error (MESE). Wampare
these with the sample estimates.
To compare thenodel based forecast with the
" benchmark revision inMarch, models are also
forecasted either 9 months or 12 months ahead to
give aMarch 1992 forecast.These forecasts for
March 1992 areompared with the sample based
estimateqCES thirdclosing estimates without the
bias adjustment) and the benchmark revisions.

Evaluating the models

Models of the employment lirknd the linkbias
series ard¢ested for serial correlation andrmality
of the residuals (predictioarrors inthe updating
equation). Themethod of testing thetandardized
residuals agyiven in Harvey (1989) is used for
serial correlation.  The statistic to test the
significance of thdirst P residual autocorrelation
Q", takes the form described in Harvéy989,
equation5.4.7). Wehave chosen two valudsr P,
5and 12.

The statistic used to tedhe normality

assumption can be found in Harve{i989,
equation5.4.12). The associated null hypothesis is

that the errors are normally distributed.

We havell0 months of historicaES-202 data
available from April1983through Jund992. We

Results
Employmentand biasmodels wereun for total
private and theight major industry divisions. The

would like to evaluate the predictive ability of a two time seriesnodels consideredrethe onethat

model based on fifteen months ébrecasts,from
April 1991 through Junel992. Tosimulate the

includes level, trend, and seasor@mponents
(LTS) and theonethatincludes leveland seasonal

actual datavailability of the two series, wéivide  components (LS). For employment models,
the fifteen months of forecasts into five three-monthtexplanatory variables/erealso added. Normality
periods. The firsiperiod is April 1991 through and serial correlation atested on alimodels fitted
Junel991. ES-202 data for a particular quarter isrom April 1983 through December 1990.

not available until six months later. Thus we fit the Testing the underlying assumption$ables 1
model using ES-202 data available through and 2 present the diagnostic restdissome of the
Septemberl990. Then forecastsare made for employmentand biasmodels. The assumptions
October 199Gahrough Jund 991, butonly thelast that the standardized residualsre normally
three months of forecast errors are evaluated, as tdestributed and serially uncorrelategpear to be
first six months in the projection would always fall violated in many of the division leveésults. The
into the period before the reference month. [Bsé distribution of residuals show &igh level of
three months offorecast errors correspond to kurtosis which is often an indicator of outliers.

forecast errors othe seventh, eighth, amginth
month for each period. When additionalES-202
data is available through Decemberl990,
forecasts ar¢hen maddor January 1991hrough
Septembed 991, andonly thelast three months of
forecast errors are evaluated. The process
continued until alfive periodsare evaluatedeach
period hasthree months oforecast errors. This
constitutes a total of 1Bonths offorecast errors.
The forecast error dhe predictiorerror isdefined
as the absolute differencdetween the true

However, efforts to identify outliers by large
residual values andemove them lead to other
observations being identified asitliers. Outliers
can impactheavily on the ability of amodel to
forecast. Because most outlieise atthe first
rmonth of aguarter, we suspect thitey arerelated
to administrative changes in ti&S-202 program.
Also affecting normality could berrors associated
with creating unbiased sample links moving
constant amounts of bias feach month in a 12-
month periodearly in the series. It also possible



that thisabsence of normality in the residuals is amodels with only the timeeries components are
result of what iscomparatively speaking, a small competitive with any of the alternatives.

sample size.

The results fronthese twotests suggesthat,
except in limitedcases, weéhave misspecified the
model orthat wehavedataproblems. Despite the
evidence ofserial correlation and the
support for normality, weproceeded to compare
forecasts from each ahese modelsacross the
industry divisions.

Table 1. P-Values for Normality of
Standardized Residuals

Table 2. P-Values for Serial Correlation in Standardized
Residuals -- (5 month, 12 month test)

lack of

Due to space constraints, not aflodels are
shown in our tables. Howevenodels with sample
ratio or leading indicator as an explanatory variable
in addition to sample improved the mean predictive
errorsslightly. Diagnostics on normality and serial
correlation forthese modelare similar tathe ones
with only sample as an explanatory variable.

Table 4 presenthie MESE for eachmodel by
division for two-equation models. Models with

Employment Bias sample as an explanatory variabm)pear to
Division LS LTS LS+ LTS+ |LS LTS perform marginally better than those without. Of
: sample _sample note from thistable is the relative performance of
Total private 10 .05 .40 .27 .36 .30 h | . for | Th
Mining 15 24 00 o1 | oo 00| the sample as an estimator employment. e
Construction | .08 .34 .06 .07 | .95 .75] models routinelyperform better. This ignost
Manufacturing | .42 .60 .00 .00 .00 .00 ; :
Transportation | 00 .00 00 0 | 0 ool lkely becagse thenmodels e_stlmate thsea_sonal
Wholesale | .63 .65 61 17 | .68 .30 movementin the ES-202 while the sampl&rewn
Retail 58 .39 .00 00 I .00 .00l to have a different seasonal pattern.
Finance .00 .01 .00 00 | .00 .00
Services .04___.00 .00 .00 | .00 .00

Table 5 compares hypothetical revisions from the
modelbased forecasts (two-equatianodels) with
the sample based estimates and the published

Employment Bias benchmark revision itMarch 1992 (adjusted for
Division| LS LTS sle;r?\;Ie S;Trr?r;e LS LTS noneconomic codechanges). The benchmark
Total |02, 02 02, .02 18, 08 .08, 14 36,13 .19 |oof€ViSiON amounts to theerror on a 12-month
Mining |.13,.30 .07,.29 .04,.30 .01,.43 .21,.65 .08, |45forecast. Forecastingver 9 months, thenodel
Constr. | .67,.31 .40, .36 .00,.00 .00,.¢0 .01,.01 .01,]03 o

Mig. | 66,04 43 8 03.00 01 .0 07,00 04 _Oobased forecastgenerally pr(_)duce smaller revisions
TPU |.75,1.00 .74, .99 59, 96 .49 45 .81, 98 .76]97than the sample based estimates; the exceptions are
Whisale| .47,.84 .33,.77 .05,.19 .07,.30 .13,.24 .16, .32mining, and TPU (and FIRE for |_S+Samp|e)_
Retail | 02,01 .03,01 .04,.00 .03, 40 .00,.00 3301,\n i i TPU. th o in th
FIRE |.03,.05 .01,.04 .00,.00 .00,.do .00,.00 .00,}00 VV! € exception o , the revisions In the
Services| .36,.11 .21,.10 .28,.90 .18 lo4 .57,.91 .74|.8amodel based forecasts compare favorably to the

revisions in the published estimatég/hen we

Evaluating forecasts. Table 3 presenthie MPE  compare the 9-month and 12-moffithecastdrom
for some of the one-equatiorand two-equation the model, weansee large changes in tegor for
models by division. In the two-equation modelsestimating employmerfor March 1992. Inmany
the time series components of thias series are the casesheseerrors aremuchlarger, while in others
same as the ones of the employnssries. With theyaremuch smaller. Thenodelbased forecasts
the exception of construction afidPU, the models lack the stability expectedihile the revisions still
do as well or better than sample. compare favorably with thostor the published

The models that include sample as an estimates in many divisions, we find the large

explanatory variable appear to do better in totalincrease in error forthe services division
Anafanti e TN Aand canpga~c Othaonas e 1 H 1
raarTraracourin %bllelaumegﬁl\ﬁredll(\:.hlo\lnl\éﬁb)r- NUUTCTVVIY e Ip@gﬁ%u‘ar{ﬁdl?%e%‘g:ls 261 383 113 141 g
: i Mfg. 43 175 39 B .42 224 31 .29 .
April 1991 - June 1992 | TPU | 170 221 & 101 119 1.89 .55 .61 &
o LS LS LTS LTS | Whisale | 3 72 41 ® 42 77 26 31 4
Division +sample +sample | Retail | 8 8 74 .77 140 131 .76 .7 NG|
2 1 2 1 2 1 2 1 |samplel | FrRe | 11 40 28 2 .19 .® .15 .13 K|
Part Part | Part Part | Part Part | Part Part | Servicesl 7 96 43 68 95 1.2 26 45 1_01
Total 41 1@ 24 24 62 116 17 1 62 - -
Mining ‘A4 174 48 68 & 181 46 63 Errors in tables 3 are 100X the difference between the

estimated ratio and the "true" ratio. They are equivalent



to the percent error in estimating employment levels. The
error associated with January 1991 estimates is not included
in these averages.

Table 4. Mean Extrapolitive Squared Error,
April 1991-March 1992
Division LS LTS LS+ LTS+ Sample
sample sample
Total 1 2 1 1 v
Mining z 2 3 3 .o
Constr. 1C 35 15 15 (&
Mfg. z 3 2 2 g
TPU 14 8 6 4 g
Whisale 4 3 3 2 13
Retail £ 10 3 4 H
FIRE 1 1 2 2 v
Services z 3 3 3 X
Extrapolitive sum of squares presented is a 12 month mean
multiplied by 1,000,000
Table 5. Benchmark revision compared with the sample
and published estimates, March 1992
Division Model Model Samp| Adj
9 months 12 months Bmk
LS | Ls+s| LTs+9] Ls| Ls+qd LTs+4 Rev.
Total -1 .39 19 -17 56 34 -37 {4
Mining | -.67 -.30 30 -30 -34 54 -25 -1B
Constr.| -1.2= -55 -1.07 -83 .81 -26 127 185
Mfg. 38 .73 44 -45 1.01 .81 Z .77
TPU .67 .93 -15 2.00 1.03 .00 -29 PB
Whisale] -0/ .22 -07 45 2 41 -1.06 -5
Retail -1€  -.16 -50 -91 -a@ -39 -55 -6
FIRE 21 .59 21 24 54 .10 36 B
Serviced -f .11 -20 .59 .87 21 -149 D

Revision is expressed as a percent of the benchmark level,
100 X (estimate - Benchmark) / Benchmark

CONCLUSIONS

In general, the two-equatianodelsperform as
well as or bettethanone equation models. dtso
appears that explanatory variabledp the models.
More work is required imodelspecification and
datadevelopment. Giveresults for normality, we
must eitherdevelop a means of identifying and
adjusting for outliers or resort to more robust
form of the Kalman filter.

Contributing to the uncertainty imodeling
employment and bias, the ES-202 employment
series is nointended to be an economic tirperies.
Our outlier search hamdicatedthat the series is
noisy. That program haseen goingthrough a
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