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[. INTRODUCTION

Statistics (BLS). The goal of thesurvey is to produce
estimates of the quarter-to-quartand year-to-year
change in thecost of wages, benefitsand total

compensation. In additioevel estimates of cost of

Imputation is a method of adjusting for missing compensation permployee per hour worked are

data. Missingresponses taata items is a&ommon
problem in samplesurvey settings.

published annually. All statandlocal governments

These missing and private sector industries, except for farms and

responses often occur because the respondent refusepuvate households, areovered inthe survey. All

is unable to providdatafor a particular item or items.
Missing datamay alsoresult from the interviewer

employees are covered except the self-employed.
The Universe Database (UDB) serves as the

failing to ask for or recordhe data items, from data sampling framefor the ECI survey. The UDB is
entry clerks omitting or mis-keying the data item, or bycreated from State Unemployment Insura(idB files

an editing process that deletes inconsistent data.
In such cases, imputation is oftéme method of

choice for adjusting for item nonresponse. Imputation

of establishments, which are obtained through the
cooperation of the individual state agencies.
The ECI sample isselectedusing a 2-stage

replaces each missing data item with at least onstratified design with probability proportional to

possible responseThe "completed'data secan then
be used in subsequent analysethefdata. Kalton and
Kasprzyk (1982) point outhat imputation has three
desirable features: "First it aims toreduce biases in
survey estimatearisingfrom missing data... Second,
by assigning values at the microleagld thusallowing
analyses to be conducted astife data setwere

employmensampling at each stage. The first stage of
sample selection is a probability sample of
establishments,and the secondstage of sample
selection is a probability sample of occupations (“hits”)
within the sampled establishments. For n@ore
detailed description of the EGurveysample design,
refer to theBLS Handbook of MethodBulletin 2414,

complete, imputation makes analyses easier to condueptember 1992).

andresults easier to present.
estimate population parameters in the presence
missing data ... are naoequired. Third, theesults
obtained from different analyseare bound to be
consistent, a feature which not needafiply with an
incomplete data set."

Several methods have been proposednquting
missing item responses (Kalt@nd Kasprzyk, 1982;

Rubin, 1978). Kaltorand Kasprzyk (1982) describe a

variety of imputation methoddhat areusedand their
properties.
This paperdescribegshe EmploymentCost Index

Complex algorithms to
dfenefit cosdatafor 22 benefit itemsincluding health

The ECI survey collects wagelata aswell as

insurance, paid vacatiorsnd pensionand retirement.
Occasionallyduring the quarterly update, responding
establishments refuse to provide are unable to
provide wage or benefit costlata for a given
occupation. Thus, item nonresponse results. Ignoring
the item nonresponsand usingonly completedata
records could result in substantial bias in estimates and
incorrect variance estimates.

In our study, we usethe data from th&®ecember
1993 and March1994 updates. For the March 1994

survey, the establishmenturvey used to compare the quarter, the ECI had sample of 5,614 establishments

performance of imputation methods (Section

describesimputation methods studied (Section Ill);

presents empirical analysand results (Section [V);

I1);which consisted of 25,823 sampled occupational

observations.The dataset included auxiliary ddtam
the frame aswell as reporteddata obtainedduring

and proposes issues for further research (Section VI). collection.

[I. DESCRIPTION OF EMPLOYMENT COST
INDEX SURVEY

The EmploymentCost Index (ECl)survey is an
establishment survey conductedthg Bureau of abor

. IMPUTATION METHODS

The imputation methods studied are nearest
neighbor within-cell hot-deck, random within-cell hot-
deck, regressionand cell mean imputation. These
were chosen fopur study because thegppear to be



most commonly used in establishment surveys. For thehere

purpose ofthis study, weare interested in evaluating
methods forimputing missingbenefit costdata. The
data itemssubject to missingness arebenefit cost

levels; however, in order to obtain reasonable imputed

levels, we imputethe quarter-to-quartebenefit cost
change and theapply the previousquartercost level
to obtain the imputed current quartesst level. In
cases wheréhe previousquartercost level ismissing,
the averageost level of respondentgithin a specified
cell is imputed.

A. Random Within-Cell Hot-Deck. Imputation
classes ("cells"are formed, based on auxiliargata
that areknown forall units. Within each cell, anit
that is missing thecharacteristic of interest (i.e., a
"recipient") takes thevalue ofthe characteristic of a
"usable" unit ("donor") that is selected atrandom
without replacement within the same cell.
application,

o - rd
Yigot = Yigot-1 * Tigot
where
yigbt = imputed current quartecost per employee

per hourworked of benefit b for occupation
(hit) g in cell i
Yigpt-1 =Previousquartercostper employeeper hour
worked of benefit b for hit g in cell i
donor's ratio of current quarter poevious

guartercost of benefit b, wherthe donor is
chosen at random within the same cell.

rd _
riqbt -

Imputation cells are formed based on fibleowing

In our

Yigpt @nd Y, are defined as above

Mgt = ratio of current topreviousquartercost for
benefit b inhit g chosen from among all

usable hits in «cell i such that

Yigot-1, ~ Yigpt-1, | 1S minimized, where

Yigot-1, @nd Vi, are prior quartecosts

of donor and recipient establishments,

respectively.

Imputation cellsare formed based orthe same
characteristics as for the random within-cell hot-deck.

This method allows for the use of additional
auxiliary information that may be highly correlated
with the characteristic of interest in choosing the
donor.

C. Cell Mean. The "unusable" takes the mean of the
characteristic among all "usables” within the same cell.
Currently, the EClusesthe cell mean method to
impute missing benefit cost ratios. In our application,

[ cm
yiqbt - yiqbt—l X riqbt
where

Yigpt @nd Y, are defined as above

cm

Mopt = (Zwiqriqbt)/zwiq is the missingenefit
gOR qOR
cost ratio for hit q in cell i
W,, = weight applied to hit g in cell i
ligoe = @ctual benefit cost ratio for quote q in cell i
R = set of all usable occupational hits in cell i

characteristics: benefit item, ownership, industry (SIC),

major occupational group (MOG), an indicator of

whether thebenefit cost is wage-related (WAGEREL),
union status, and region.

An advantage of the random within-cabbt-deck
method isthat it retains theéespondent distribution of
quarter to quarter ratio of the characteristic witbét
i (Kalton and Kasprzyk, 1982).

B. Nearest Neighbor Within-Cell Hot-Deck. The
"unusable" takes thealue ofthe characteristic of the
"usable"unit within thesame cellthat is"nearest" to
the unusable, where "nearness"dfined by a pre-
specified distance function. In our application,

] —_ nn
Yigot = Yigot-1 * Tigot

Imputation cellsare formed based orthe same
characteristics as fahe random within-celhot-deck
and nearest neighbor within-cell hot-deck.

Imputing the cell mean results in a spike in the
conditional distribution of the characteristic,
conditional on the cell-defining auxiliary variables, at
the cell mean. This results in an attenuation of
covariances (Kalton and Kasprzyk, 1986).

D. Regression Method. Regression methods involve
regressing théenefit costs for usable cases on known
auxiliary variablesand using theestimated regression
equation to "predict" values for unusables. Wadsal
(1989) considered several regression models in an
evaluation of imputation methods for employmdata
using data from theCurrent Employment Statistics



(CES) Survey ofestablishments. Fdheir purposes,

interest forunobservedunits (whichmay or may not

they foundthat aregression method appeared superiohave been included ithe sample) given theell-

to other methods considered.

defining auxiliary variableand theobserved values is

In our application, the quarter-to-quarter percentndependent of the response mechanisms.

benefit costchange (BENRATIO) is regressed on
various explanatory variables. THENRATIO for
each "unusable" occupatiortat is predicted using the
estimated regression equation.  Modelgere fit
separately for each benefit item. Vgelectedthree
models to consider for this study:

Model 1: BENRATIO regressed omain effects for
prior quarter benefit cost per hour
(PQPERHR), major occupational group
(MOG), region (REG), full-time/part-time

status  (FTPT), and timel/incentive
(TIMEINC), and all interaction effects
involving MOG, REG, FTPT, and
TIMEINC.

Model 2: BENRATIO regressed omain effects for
PQPERHR, MOG, REG, FTPT, and
TIMEINC.

Model 3: BENRATIO regressed omain effects and
all interaction effects for MOG, REG, FTPT,

and TIMEINC.

We also evaluated a regression imputation withconsidered, we
For this alternative, weompletedatacases. We focused on benefit cost level

repeated random residuals.
usedthe imputedvalues obtained from Model 3, and
added a random residual; we repeatedptisesdive
times. Each random residuabs obtained byaking
one random draw from theormal distribution with

To maintaincomparability between methods, the
cells and collapsepatternsused inthis study are the
same for each othe threecell-based methodander
consideration. Analysis of variance resufisowed
that, amongoccupations with usable benefibstdata,
each of these variables have highly significardin
effects on benefit cost levelsThus, thepredictive
distribution of benefittost level given thesebserved
variables should have relatively small variance (Rubin,
1978).

For the random within-cell hot-decknd nearest
neighbor within-cell hot-deck, we requirethat,
whenever possible, usables be used at most once in
imputing missingbenefit costs for unusables, in order
to minimize loss in precisionthat may result from
using donors multiple times. If a célhdone or more
unusables but no available usableke cell was
collapsed with othersimilar cells according to the
predetermined collapsing pattern untilsable donor
was found.

IV. EMPIRICAL ANALYSIS AND RESULTS

To perform the evaluation of the metholsing
induced missingness among the

estimates fofive different benefit items: Benefit items
02 (Vacations), 05 (Othdreave), 10 (Lifelnsurance),
11 (Health), and 14 (Pension). Our reason for
choosing these benefit items this study wasthat

mean 0 andvariance equal to the variance of thebenefit cost estimates for these beneéite widely

(empirical) residuals, i.e., mean square egbtained
from the model. A‘completed” dataset was obtained
from each set of imputed values, Yyieldiniiye
completed datasets.
on each of thefive completeddatasets,and then
combined the results in order to obtaioverall
estimatesand standard errorsyhere the standard
errors contain estimates of tfbetweenimputation”
variance. Our intention hemgas to seavhether there
were appreciablegains in reliability of variance

estimates by using regression imputation with repeated I

random residuals.

used,and these benefit items hav@gh benefit cost
item nonresponse rates relative to most ottenefit
items, as indicated in Table 1. The figures in Table 1

We performed separate analyseepresent, for each benefit itecollected byECI, the

proportion of responding occupatiohaving missing
benefit cost data for the March 1994 quarter.
Each estimate is of the following form:

(\Niq yl(]qbt)/i%\,\{q

q=1 1=1 gq=1

Several ofthe imputation methods considered arewhere

based on the formation of disjoint imputation cells, and 'y
the subsequent collapsing of cells when necessary. We
assumethat the missing data are missing at random

(MAR) within cells, and that there is aimgnorable
response mechanism within cell$hat is, weassume
that theconditional distribution of the characteristic of

0_

b weighted estimate of coper employee per

hour worked for benefit b
imputed current quarteost for benefit b in

hit g andcell i. This could be a value from
any of the imputation methods.

o _
Yigot =



W, = weight for occupational hit q in  multiple imputationRaoandShao's adjusted jackknife
variance estimatofRao and Shao,1992), and Fay's
method (Fay, 1993).

Table 2 presents the estimatesedfiployer costs
per hourworked for selected employee benefits based
on imputed datdor observations with missingalues
for each ofthe imputation methods we considered. In
addition estimates ofemployer costs based on the
actual datafor observations with missing values are
presented. Standard errors of the corresponding
estimates are provided in parentheses.

The pairwise comparisons of imputation methods
were madeusing paired t-testand no significant

establishment i

n= number of establishments in sample

M = number of occupationahits selected in
establishment i

Table 1. Benefit Cost Item Nonresponse by
Benefit Item, March 1994

Benefit Cost

ltem differences were found at=0.05 level. The similarity
Nonresponse in these estimates is due part to thecell definitions.
i Rate Several auxiliary variables, many having several levels,
Benefit ltem (%) were used irconstructing the cellsThis was done in
_ an attempt to achieve homogeneity of benefist
01 (Premium pay) 26.26 (item) response propensitwithin cells, and thus
02 (Vacations) 18.76 reduce item nonresponse bias.
03 (Holidays) 14.25 Comparing estimatebased on imputedata for
04 (Sick Leave) 26.57 observations with missing values to estimatased on
05 (Other Leave) 37.71 the actual data, using paired t-testpws forthe most
06 (Shift Differential) 13.58 part that thedifferencesare not significant at=0.05
07 (Nonprod. Bonus) 15.60 level. The estimatebased orthe regression approach
08 (Severance Pay) 17.88 tend to be slightly closer to estimatbased on the
09 (S_upp. Unemployment) 7.56 actual data. This islue partly to the exclusion of
10 (Life Insurance) 18.95 outliers in the regression approach.
11 (H_ealth) ) 20.69 Comparing the standard erraisowsthat thecell
12 (Sickness and_ Acc_l_dent) 19.62 mean method tends to halmver standard errors, as
13 (Long_Term Disability) 18.63 expected. Also, as expectdtie random within-cell
14 (Pension) 14.59 hot-deckand nearesheighbor hot-deck tend to have
15 (Soc!al SGCU“W) 14.20 the highest standard errors.
16 (Savings & Thrift) 7.22
17 (Railroad Retirement) 7.22
18 (Railroad Supp. Retirement) 7.22 V. CONCLUSIONS
19 (F.UT.A) 12.88 We compared the performance ofeveral
20 (S.U.l) , 21.81 imputation methods in imputing missing item values in
21 (Workers' Comp.) _ 29.52 the establishmensurvey. Estimatesand standard
22 (Other Legally Required) 9.83 errorswere calculated for each method based on the

. . . dataset with missing valueand dataset with no
The estimatesand variance estimateswere  issing values, i.e.based on actual values. The

calculated usingsoftware for surveydata analysis reqyits showthat thechoice of imputation method did
(SUDAAN Release 6.0) for multistage sample designs.,o; significantly affect the estimates. The similarities
Regardless othe imputation method used, the jmong the methods is duepart to the highdegree of
usual variance estimator will underestimate thehomogeneitywithin imputation cells. The variance
variance of)_/bD, since it doesot accountor additional  estimates obtained did not appeaw&my much across
variability due to imputation, i.e., “imputation imputation methodsand as expectedthe random
variance." Underestimation of true variance can be aithin-cell hot-deckand nearesineighbor hot-deck
very serious problem whethe proportion of missing tend to have the highest standard errors.
values for gparticular characteristic of interesthiggh Also, estimates and standard errorswere
(Rao and Shao,1992). Several methods habeen calculated from each of thve completeddatasets
proposed to account for imputation varianoejuding  obtained using the repeated regression with random



residual method. In most cases, thewere no Finally, we should notéhat the similaritieamong
differences atll among theestimates (carried to one the methods idikely to be due mostly tdhe high
tenth of a cent). Thisuggeststhat the between degree of homogeneityithin imputation cells. Under
imputation variability is negligible.  Thus, this the ignorable nonresponse model, themogeneity
indicates that no appreciable gain can be expected froshould reducethe bias due to item nonresponse;
doing multiple imputations. however, there is the potentiafor an increase in
There are otheissues to consider in determining variance. In the future, weould like to investigate
which imputation method should be used for athe gains in precisiorthat might be attained by
particular application. There arseveral practical constructing less homogeneous imputation cells.
issueghatinvolve the ease of implementation, such as
ease ofprogramming, amount of collapsingnd cost
of executing. For our particular implementation, all
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Table 2. Estimates of Employer Costs for Employee Benefits for Imputation Methods Considered

NNHD RAN CM REG1 REG2 REG3 “ACT"
Benefit Item 02
Goods-Producing 0.917 0.953 0.947 0.979 0.977 0.983 0.962
(0.058) (0.064) (0.058) (0.065) (0.064) (0.065) (0.062)
Sales Occupations 0.410 0.419 0.416 0.417 0.417 0.385 0.420
(0.041) (0.042) (0.041) (0.042) (0.042) (0.026) (0.041)
Retail 0.305 0.310 0.307 0.309 0.308 0.292 0.309
(0.031) (0.031) (0.031) (0.031) (0.031) (0.026) (0.031)
Service Prod. Ind.: 0.596 0.596 0.598 0.594 0.594 0.595 0.595

WC Occs: Ad Supp (0.029) (0.029) (0.029) (0.028) (0.028) (0.028) (0.029)
Benefit Item 05

Goods-Producing 0.091 0.091 0.091 0.090 0.090 0.090 0.087
(0.008)  (0.008) (0.007) (0.006) (0.006) (0.006) (0.005)
Sales Occupations 0.078  0.075 0.071 0.075 0.075 0.075 0.074
(0.015)  (0.013) (0.012) (0.013) (0.013) (0.013) (0.013)
Retail 0.044  0.047 0.040 0.048 0.048 0.048 0.047
(0.010)  (0.010) (0.008) (0.010) (0.010) (0.010) (0.010)
Service Prod. Ind: 0.104  0.104 0.104 0.104 0.104 0.104 0.105

WC Occs: Ad Supp (0.010) (0.010) (0.010) (0.010) (0.010) (0.010) (0.010)
Benefit Item 10

Goods-Producing 0.081 0.081 0.081 0.083 0.082 0.082 0.081
(0.004)  (0.004) (0.004) (0.004) (0.004) (0.004) (0.004)
Sales Occupations 0.047 0.046 0.046 0.042 0.042 0.044 0.044
(0.005)  (0.004) (0.004) (0.004) (0.004) (0.004) (0.004)
Retail 0.031 0.033 0.032 0.028 0.028 0.029 0.030
(0.003)  (0.004) (0.003) (0.003) (0.003) (0.003) (0.003)
Service Prod. Ind: 0.048 0.048 0.049 0.049 0.049 0.049 0.050

WC Occs: Ad Supp (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
Benefit Iltem 11

Goods-Producing 2.210 2.242 2.208 2.184 2.180 2.205 2.236
(0.094) (0.095) (0.093) (0.088) (0.088) (0.090) (0.098)
Sales Occupations 1.005 1.032 1.010 1.007 1.007 1.012 1.010
(0.062)  (0.064) (0.061) (0.063) (0.063) (0.063) (0.063)
Retail 0.994 1.009 0.962 0.992 0.991 1.004 0.969
(0.096)  (0.094) (0.074) (0.092) (0.091) (0.093) (0.079)
Service Prod. Ind.: 1.612 1.620 1.658 1.608 1.611 1.621 1.598

WC Occs: Ad Supp | (0.058)  (0.060) (0.060) (0.057) (0.057) (0.056) (0.055)

Benefit Item 14

Goods-Producing 0.462 0.462 0.439 0.453 0.452 0.452 0.434
(0.045)  (0.050) (0.044) (0.044) (0.044) (0.044) (0.044)
Sales Occupations 0.191 0.189 0.191 0.187 0.188 0.195 0.204
(0.031)  (0.029) (0.029) (0.029) (0.029) (0.029) (0.030)
Retail 0.117 0.121 0.114 0.111 0.111 0.114 0.115
(0.023)  (0.023) (0.021) (0.021) (0.021) (0.022) (0.021)
Service Prod. Ind.: 0.339 0.326 0.338 0.335 0.336 0.338 0.348

WC Occs: Ad Supp | (0.032)  (0.030) (0.030) (0.030) (0.030) (0.031) (0.033)

The figures in parentheses are standard errors of the corresponding estimates.

Note:  NNHD = the nearest neighbor hot-deck method REG2 = the regression method model 2
RAN = the random within-cell hot-deck method REG3 = the regression method model 3
CM = the cell mean method ACT = estimates based on the actual data

REG1 = the regression method model 1



