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 Abstract 
 

Standards have an important role in the development, 
adoption and diffusion of many types of technology.  This 
paper considers statistical survey methodology as a form 
of technology, and uses the resulting conceptual 
framework to explore several ways in which to evaluate 
the prospective costs and benefits of standards for 
statistical programs.  The conceptual framework places 
primary emphasis on types of standards; methods for 
calibration; methods for application and enforcement; and 
special issues for government-sponsored statistical 
programs.  This framework leads to discussion of 
prospective benefits of standards, including improved 
data quality; reduction of quantifiable costs for 
stakeholders; and reduction of risks for stakeholders.  In 
parallel with benefits, the paper also reviews potential 
costs and risks associated with survey standards, 
including direct costs, indirect costs and inefficient 
allocation of resources.  The paper closes with comments 
on practical implications of these general ideas for 
development, implementation and enforcement of 
standards; mechanisms for enforcement; training and 
management of statistical program personnel; and 
communication with external stakeholders.   
 
 
Key Words:    Adoption and diffusion of technology; 
Approximation error; Barriers to entry; Certification; 
Commodity labor; Constraints; Gresham’s Law; Local 
and global optimization; Operational risk; Rent seeking; 
Risk management; Satisficing; Survey cost structures; 
Total survey error; Training; Transparency.   
 
 
 
1.  Introduction 
 
I would like to thank the organizers for the opportunity to 
speak today in this session on “The Role of Statistical 
Standards in Federal Surveys.”  Standards for statisticians 
and statistical organizations have received considerable 
attention in the literature for many years.  For example, 
the reference list at the end of this paper includes over 
fifty papers on various aspects of standards, and the 
statistical community continues to have very active 
interest in this topic today. 

 The previous statistical literature on standards 
covers a wide range of issues, but has focused primarily 
in two areas.  First, our profession benefits from a very 
substantial body of work related to statistical ethics and 
related of standards of personal and institutional conduct.  
For example, Ethical Guidelines for Statistical Practice 
(American Statistical Association, 1999) presents 
guidelines that apply broadly across the entire statistical 
profession.  More specifically for government statistical 
organizations, Principles and Practices for a Federal 
Statistical Agency, Third Edition (National Research 
Council, 2005) provides very valuable documentation of 
principles and practices that are essential to quality and 
integrity of work in the highly decentralized federal 
statistical system.   
 Second, the sample survey community has 
produced a large body of technical standards for specific 
statistical processes and products.  Some prominent 
examples are the relatively early work by Hansen (1952); 
subsequent publications by Gonzalez et al. (1975) and 
Frankel (1975); and recent work by AAOPR on 
nonresponse standards (Smith, 1999), by the International 
Standards Organization (2006) on market, opinion and 
social research, and by the Federal Committee on 
Statistical Methodology and OMB on federal surveys 
(United States Office of Management and Budget, 2006).   
 Government statistical agencies in other 
countries have developed related sets of standards.  See., 
e.g., Australian Bureau of Statistics (2007), Statistics 
Canada (2003), Statistics Finland (2006), Statistics New 
Zealand (2007), United Kingdom Office of National 
Statistics (2002), and references cited therein.    
 All of the abovementioned work is very 
important, but persistent anecdotal evidence indicates that 
the benefits of these efforts can be attenuated by issues 
related to resources, stakeholder expectations and 
managerial constraints.  In an attempt to address some of 
these concerns, this paper will present a general 
framework for the development, implementation and 
management of standards for statistical programs, with 
emphasis on four areas.  Section 2 suggests evaluation of 
survey methodology as a form of technology, and reviews 
some related ideas from the literature on the adoption and 
diffusion of innovations in technology.  Section 3 
discusses standards as tools for the efficient management 
of institutional investments in statistical technology, with 
special emphasis on the importance of clarity regarding 
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prospective benefits, costs and risks.  This leads to a 
conceptual framework for standards in statistical 
programs, including the targets for standards; calibration 
of standards; mechanisms for application and enforcement 
of standards; and special issues encountered with 
statistical standards and government-sponsored surveys.  
Section 4 explores the prospective benefits of statistical 
standards.  Section 5 considers a corresponding set of 
costs and risks.  Finally, Section 6 reviews the main ideas 
in this paper and highlights the importance of 
transparency; technical training and qualifications of 
personnel; and integration of standards with institutional 
values and incentive structures.   
 
 
2.  Statistical Survey Methodology as a Form of  
     Technology 
 
The statistical community works at the fascinating 
interface between first-principles science and pragmatic 
technology.  Several authors have noted the natural – and 
I believe largely creative – tensions that arise at this 
interface.  See, for example, Mahalanobis (1965, citing 
earlier comments by R.A. Fisher) and Healy (1978).  
These creative tensions in turn can inform a wide range of 
approaches to standards for statistical programs.  The 
current paper will view statistical methodology primarily 
as a form of technology, which we will define as the 
application of fundamental scientific results (largely 
mathematics, the behavioral sciences and relevant 
substantive areas like economics or medicine) to address 
the specific needs of specific groups of stakeholders, 
based on balanced consideration of tangible benefits, 
costs and risks.  Moreover, any serious discussion of 
technology management (including standards for said 
technology) will involve nontrivial trade-offs among the 
abovementioned benefits, costs and risks.      
 In addition, it is worthwhile to consider 
statistical methodology within a framework defined by 
the general literature on adoption and diffusion of 
innovations in technology.  See, e.g., Rogers (1995), Katz 
(2004) and references cited therein.  For this current 
discussion of standards, two points are of special interest.  
First, the term “standard” implies a certain degree of 
standardization of the product or process of interest.  
Consequently, a specific technology (including specific 
forms of survey methodology) needs to reach a certain 
level of maturity and stability before one can reasonably 
develop meaningful standards.  Second, carefully 
calibrated development and implementation of standards 
can accelerate the adoption and diffusion of a given 
technology.  This is especially true for standards that are 
transparent and are carefully linked with the articulated 
needs of users.  For example, standards for the quality, 
integrity and objectivity of published survey data, and for 
interpretation of those data, can help to enhance public 

confidence in results reported by the federal statistical 
agencies.  Similarly, standards for the quality of work 
with sample design, fieldwork, edit and imputation 
procedures, estimation systems, personnel training, and 
cost-accounting systems can help to assure non-specialists 
that statistical organizations are using available resources 
as efficiently as possible in production of these data. 

Conversely, the lack of standards, or the 
presence of inappropriate standards, can seriously impede 
the broad use of a technology by non-specialists, and can 
lead to corresponding weaknesses in the market for that 
technology and for further investments in improvement of 
that technology.  This latter point may be especially 
important for statistical survey programs, which have 
somewhat unusual market features, e.g., the fact that 
many of our products are ultimately handled as public 
goods; and the presence of complex funding streams, 
production processes and dissemination paths that involve 
a mixture of statistical agencies, other government 
agencies, universities, and the private sector.     
 
 
3.  Conceptual Framework:   

Standards as Tools for the Management of 
Investments in Statistical Technology 

 
 A large proportion of work with statistical 
methodology, including survey methodology, may be best 
characterized as a form of capital investment, and thus 
should be managed accordingly.  For example, 
investments in survey methodology will differ from 
current expenditures on survey production processes in 
the time elapsed between the investment and the 
production of tangible benefits for stakeholders; expected 
milestones and management decision points; hurdle rates 
and risk profiles; and the leverage provided by highly 
specialized skill sets that often require very long learning 
curves.   

If taken seriously, survey standards amount to an 
institutional commitment regarding investments in 
statistical technology, e.g., the development and 
implementation of a specific type of new methodology; or 
the training of personnel in a given methodological area.  
In this sense, statistical agencies should view standards as 
a fundamental tool in the management of our investments 
in survey methodology.  Consequently, the efficient 
development, implementation and management of 
standards require solid consensus among the primary 
stakeholders regarding the framework for prospective 
standards; the prospective benefits of said investments; 
and the concomitant costs and risks.  The remainder of 
this section provides a general conceptual framework for 
evaluation of these standards.  Sections 4 and 5 use this 
framework to explore the resulting benefits, costs and 
risks.           
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3.1 Features of a Survey Program That May Warrant  

Standards 
 
3.1.1 Standards for Statistical Products 
 

In principle, one could consider development of 
standards for many different features of a survey program.  
Of greatest interest to some data users would be standards 
for specific statistical products disseminated by the 
survey organization.  For example, many federal 
statistical agencies use the p-percent rule or disclosure-
limitation criteria to determine which cells of a 
contingency table may be published.  In addition, some 
agencies require that published estimates satisfy pre-
specified criteria for response rates, relative standard 
errors or other indicators of data quality.  In some cases, 
agencies also require that published survey reports 
incorporate information that can assist a data user in 
understanding the published data.  Examples include 
documents covering definitions, collection instruments 
and the methodology used to produce the published 
estimates; tables of standard errors; and other numerical 
measures of data quality.    

In considering these standards, two issues are of 
special interest.  First, it is useful to distinguish between 
standards for a final product (e.g., relative standard errors 
for a specific reported index estimate) and standards for 
an intermediate product (e.g., response rates for the 
individual data elements that contribute to that index 
estimate).  Second, one should consider standards for 
statistical products within the broader context defined by 
the information needs of data users and by the incentive 
structures for data providers.  For example, the “number 
of published estimates” is one of several factors used to 
determine funding levels for some statistical programs.  In 
such cases, the program management has a natural 
incentive to increase the number of published lines; and 
acceptance and implementation of a proposed standard for 
data quality is more likely if one integrates the standard 
with the underlying incentive structures, e.g., by 
allocating budgets on the basis of the number of published 
estimates that meet a specific objective criterion like 
maximum relative standard error.               

 
3.1.2 Standards for the Properties of Statistical 

Processes, and for the Objective, Reproducible 
and Transparent Evaluation Thereof 

 
Most methodological research and evaluation 

work tends to focus on statistical processes and the 
properties of these processes.  Examples include sample 
design, fieldwork protocols, estimation methods, and 
dissemination methods.  For each of these components of 
a statistical survey procedure, one could consider a 
corresponding set of process standards for, e.g., selection 

of sample units (including probability-based sample 
reductions when necessary); rigorous development and 
testing of instruments; efficient use of sample data and 
available auxiliary information; procedures to reduce 
respondent burden; contact rules for sample units; the 
number and form of callbacks for nonresponding units; 
internal and external quality checks; and the approximate 
unbiasedness of estimators.       
 In parallel with these process standards, one 
generally expects to see standards for objective, 
reproducible and transparent evaluation and reporting of 
the properties of statistical programs.  For example, an 
OMB package for a survey program should include (or 
provide appropriate references to) clear, detailed and 
explicit descriptions of the proposed sample design; 
formulas for the principal point estimation and inference 
methods used; and documentation of previous empirical 
results that support claims regarding anticipated response 
rates, standard errors and other quality measures.   
 
3.1.3 Cost Structures for Statistical Programs 
 

In practical survey operations, performance – 
and compliance with applicable standards – depends both 
on methodology and on the efficient allocation of a wide 
variety of resources.  Efficient allocation in turn depends 
very heavily on available information on fixed and 
variable costs at a relatively fine level of aggregation.  
Some simple fieldwork examples include the relative 
costs of: listing and mapping of households in a sample 
area; collection of data through the internet, mail, 
telephone interview or personal-visit interview; an 
initiation interview and a re-interview in a panel survey; 
and initial contact attempts, re-contact attempts, and 
“reluctant unit” conversion attempts.  Other examples 
include the relative costs of: obtaining and “cleaning” a 
new source of administrative records; development of a 
new component of a survey collection or processing 
system; maintenance of system components; and training 
of interviewers on new instruments. 

OMB regulations require reporting of aggregate 
estimated costs (to the government and to respondents) of 
a proposed federal survey.  It appears, however, that for 
many government surveys, there is relatively little 
information available publicly regarding variable cost 
structures like those covered in the preceding paragraph.  
Development of standards in this area would require a 
large amount of work, but could contribute significantly 
to efficient management of federally sponsored surveys.  
Such standards may be of special interest in the current 
budgetary environment, because efficient management of 
cost-quality trade-offs in a constrained fiscal environment 
generally require a sophisticated empirical understanding 
of variable cost structures at a relatively fine level of 
aggregation.   
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3.1.4 Qualifications and Performance of Personnel and 
Organizations 

 
Many of the abovementioned survey processes 

require a very high level of technical and managerial 
sophistication.  The underlying individual and 
institutional capabilities often involve long learning 
curves and a high degree of specialization.  These 
requirements can impact survey program standards in two 
related ways.  First, a realistic set of technical standards 
will be effective only if they are developed, implemented 
and managed by personnel with extensive training and 
experience in applicable areas of survey work.  Second, it 
can be appropriate to have a component of survey 
program standards focused specifically on the training, 
experience and track records of the individuals and 
institutions that are scheduled to carry out the proposed 
survey work.      
 
 
3.2 Calibration of Standards:  Width and Height of the 

Bar 
 

For each of the areas considered in Section 3.1, 
development of appropriate standards will involve 
decisions on calibration of that standard, i.e., 
determination of the scope of work covered by the 
standard (sometimes colloquially called the “width of the 
bar”) and the stringency of the standard (or the “height of 
the bar”).  For statistical programs, the appropriate scope 
of coverage is largely an empirical question driven by 
whether the proposed standard will contribute 
substantially to produce benefits, reduce costs or manage 
risks for some legitimate major stakeholders.   

One may loosely classify the stringency of a 
standard into one of three groups.  Descriptive calibration 
compares performance with current common practice.  
The resulting standards may be useful to maintain current 
institutional strengths in changing budgetary or 
management environments, or to codify reasonable and 
customary practice for the benefit of new entrants or 
organizations that lag behind standard practice.  
Normative calibration compares performance with 
current or historical best practice.  Normatively calibrated 
standards will tend to “raise the bar” for the performance 
of many participants.  Aspirational calibration compares 
performance with scientific principles or other idealized 
criteria.  Aspirational calibration may be appropriate for 
surveys that differ fundamentally from those commonly 
conducted by high-quality survey research organizations.  
Examples might include surveys of populations that are 
markedly different from standard household or 
establishment populations, or surveys conducted under 
unusual constraints.  However, such surveys may require 
extensive monitoring and mid-course adjustments, and 
may not be compatible with customary approaches to 

standards.  In such cases, it is especially important to 
distinguish carefully between standards and nominal 
optima developed under idealized conditions.   

 
 

3.3  Mechanisms for Implementation, Enforcement and 
Revision of Standards 

 
Four important issues in the implementation, enforcement 
and revision of standards are as follows.  First, and 
arguably most important, is the training of personnel.  
Some of this training may center on the specifics of the 
standards, but of much greater concern is the quality and 
depth of training in the fundamentals (e.g., mathematical 
statistics, behavioral sciences and related substantive 
fields) that led to the standards.  A second issue is the co-
ordination of the implementation plan with externally 
driven features of the survey, e.g., revision cycles related 
to periodic census collections, changes in classification 
systems, system upgrades and budgetary constraints.  
Third, an agency will need to choose the forms in which 
to enforce the standard, e.g., through transparent external 
reporting, formal management monitoring and control, or 
third-party evaluation and enforcement.  Fourth, in 
keeping with comments in Mitchell (1998), the 
monitoring of standards involves both the evaluation of 
compliance by a particular survey program; and follow-up 
evaluation of the true impact that the implemented 
standard had on the benefits, costs and risks for the survey 
program and its primary stakeholders. 
 With these four elements in mind, it is useful to 
consider three primary questions in the development, 
implementation and enforcement of standards for survey 
programs: 
 

1. Are the standards and enforcement mechanisms 
coherent with the overall value system and 
incentive structure of the institution, and of the 
overall statistical system?    

 
2. If not, do the proposed standards flow from a 

serious consensus – and a workable plan - to 
change the institutional culture and incentive 
structure?   

 
3. Do key stakeholders have a reasonably clear 

understanding of benefits, costs and risks arising 
from these standards?   

 
 
3.4 Special Issues for Government-Sponsored Statistical 

Programs 
 
Many of the ideas in Sections 3.1-3.3 apply to a wide 
range of standards for general types of technology.  
Surveys and other areas of statistical methodology, 
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however, also have some relatively unusual 
characteristics that warrant special consideration in the 
development of standards.  First, empirical feedback 
loops on statistical performance may be limited, slow, 
inefficient or not transparent to non-specialists.  For 
example, a general data user can readily observe – and 
have concerns about - the temporal volatility of a 
published series of monthly estimates.  However, without 
specialized analyses, that user may not be able to 
distinguish between volatility attributable to, respectively, 
monthly variability in the underlying true series and 
sampling error or other forms of noise.  Similarly, the 
reduction of biases related to selection mechanisms, 
nonresponse or reporting error may require a substantial 
investment of agency resources, but it may be difficult or 
impossible to provide nonspecialists with a transparent 
assessment of the magnitude of the resulting reduction in 
bias for a particular set of published estimates.  To some 
degree, external third-party peer review by responsible 
specialists can help to address these issues with limited 
feedback loops.   
 Second, customary statistical properties (e.g., 
mean squared error) may not have strong linkage with the 
utility functions of the primary stakeholders of a given 
survey program.  Consequently, statistical agencies need 
to consider ways in which to develop standards that are 
consistent both with underlying statistical methodology 
and with the primary articulated needs of data users and 
other important stakeholders.   
 Third, some areas of technology develop and 
implement standards largely in an audit-type framework, 
with a correspondingly adversarial style of review and 
enforcement.  This can be appropriate for certain areas 
that involve commodity work (in which there is relatively 
little additional value provided by products that go 
beyond minimum standards) or that require exclusion of a 
substantial number of low-quality participants.  Most 
survey work by federal statistical agencies, however, fits 
much better with a continuous-improvement model that 
emphasizes a collaborative work environment and 
recognizes that management of a high-performing survey 
organization requires many nuanced judgment calls and 
work that consistently goes far beyond minimum 
standards, with a corresponding allocation of resources.   
 Fourth, there is increasing interest in the use of 
administrative record sources in conjunction with, or in 
place of, customary sample surveys.  However, many 
statistical agencies have little or no direct control over 
important technical features of the administrative record 
systems, e.g., the populations covered; variables included 
in the records; definitions of these variables; the 
completeness and timeliness of records; and other 
measures of data quality.  Consequently, the direct 
development and implementation of standards for 
statistical uses of administrative record systems may be 
subject to severe practical constraints, and may center on 

the extent, if any, that one may  the administrative record 
source for, respectively, direct production of statistical 
reports; for auxiliary data integrated into both sample 
design and estimation work; or for frame information 
only. 
 Finally, statistical standards processes for 
government agencies are also complicated by the 
presence of multiple stakeholders with potentially 
disparate utility functions; variability of agency structure 
(large centralized statistical agencies, decentralized 
statistical systems or statistical contract work sponsored 
by non-statistical agencies); and changing expectations of 
stakeholders regarding, e.g., burden, data quality, 
confidentiality, disintermediation of information, and 
degree of data access.   
 
   
3.5 Communication of Standards to External 

Stakeholders 
 
As noted in Section 2, standards can be important in 
ensuring the efficient operation of markets for many types 
of technology, including survey methodology.  However, 
that efficient operation requires extensive and ongoing 
communication with a wide range of stakeholders, many 
of whom are outside of the statistical program of interest.  
Three external groups are of special interest.  First, data 
users need to understand the extent to which statistical 
standards provide assurance regarding the quality of 
specific data releases, and the impact of those quality 
characteristics on specific uses of the data.  Second, 
standards can also impose additional burden or other 
constraints on some stakeholders.  For example, precision 
requirements in publication standards may limit the level 
of aggregation at which we can publish estimates.  In 
addition, disclosure-limitation standards may lead to 
suppression of cells in tabular reporting or limitations on 
design information and extreme values included in 
microdata releases.  Third, in many statistical programs, a 
substantial amount of work is carried out by groups 
beyond a single statistical agency.  Examples include 
programs managed jointly by multiple federal agencies; 
federal-state cooperative programs; and work performed 
by universities or the private sector.     
 
 
4.  Prospective Benefits of Statistical Standards 
 
Within the general framework for statistical standards 
defined by Section 3, we can identify several classes of 
benefits that standards may convey to survey 
stakeholders.  Some of these benefits are relatively 
tangible and have direct linkage with the utility functions 
of some stakeholders.  For example, many standards are 
linked directly to the improvement in one or more 
dimensions of data quality, e.g., accuracy, timeliness, 
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accessibility, relevance, interpretability and coherence, 
per the framework for data quality outlined in Brackstone 
(1999).   

In addition, some standards can lead directly to 
reduction of tangible costs for some stakeholders.  For 
instance, compliance with standards for efficient sample 
design can reduce data collection costs for a statistical 
agency; burden constraints can reduce costs for 
respondents; and requirements for standard data formats, 
and methodology reports can reduce costs for data users.   

Beyond these tangible benefits, and perhaps 
most important, is the fact that standards can contribute to 
the improved coherence and efficiency of markets for 
statistical information.  Standards, and supporting 
technical material, provide a common language and set of 
shared expectations, which in turn reduce search and 
transaction costs.  In addition, if managed appropriately, 
standards can enhance the external stature of the statistical 
agency and support the professionalism of internal agency 
staff and other stakeholders.  This in turn can significantly 
reduce some forms of risk for the statistical agency and its 
data users.   

For example, the classic Gresham’s Law (“bad 
money drives out good money”) has a close equivalent for 
statistical work, in which the presence of low-quality 
statistical information will tend to discourage the 
production of high-quality statistical information, unless 
non-specialist stakeholders have low-cost, transparent 
mechanisms by which they can distinguish between low- 
and high-quality data.  Statistical standards, and related 
communication with non-specialists, can provide one 
possible mechanism for this.   
 Similarly, the methodological community often 
encounters variants on the “tragedy of the commons” 
related to under-investment in certain critical resources.  
For example, with very few exceptions statistical 
methodology has been treated as non-proprietary, and 
acceptance of a methodological innovation has generally 
required dissemination of that innovation in the public 
domain.  In addition, high-level technical training of 
methodological personnel will often involve very long 
learning curves; long lead times between the initial 
training and its contribution to a specific statistical 
program; and the risk that personnel will leave the 
institution soon after completion of their in-depth training.  
Formal standards for the training, experience and 
performance of high-level technical personnel can help to 
ameliorate these costs and risks, and thus will convey 
benefits to individual statistical programs and the overall 
methodological community.   
 
 
5.  Prospective Costs and Risks of Standards 
 

To use a rough analogy from time series, all 
standards impose a “filter” through which stakeholders 

will view a statistical program as well as its products and 
processes.  Furthermore, if such a filter is nontrivial, it 
will distort or eliminate some information about the 
survey program that may be important for one or more 
stakeholders.  This in turn can impose significant costs 
and risks on the survey program and its stakeholders; and 
can lead to unintended changes in the operations of a 
survey program.  Results may include direct costs to some 
survey stakeholders, general loss of efficiency, and 
several forms of indirect costs and increased risks.        
 
5.1  Direct Costs 
 
Some of the costs arising from standards allow for 
relatively direct evaluation.  For example, careful 
development of standards generally requires a substantial 
amount of time from personnel who have both extensive 
knowledge of the applicable methodology and program, 
and the “soft skills” required for negotiation and 
development of consensus across a wide range of 
stakeholders.  Additional costs arise from related work in 
implementation, training, compliance, reporting and 
external review or enforcement.  In an environment with 
finite resources, this in turn can lead to significant 
opportunity costs. 
 
5.2  Loss of Efficiency 
 
 In many cases, if a survey organization does not 
develop and apply standards appropriately, they can 
potentially lead to serious losses of efficiency.  For 
example, meaningful standards invariably impose some 
barriers to entry into the market for statistical work.  This 
may be a reasonable outcome if these barriers are 
consistent with applicable laws and if they do not exclude 
organizations that reasonably can be expected to produce 
high-quality work.  On the other hand, artificial barriers 
that do not arise from objective, high-priority quality 
criteria can result in a substantial loss of productive 
competition.   
 In addition, the general literature on standards 
broadly recognizes that the process of standard-setting 
and enforcement can lead to various forms of “rent 
seeking” behavior, in which a participant seeks 
manipulate a regulatory or standards-setting process to 
obtain comparative advantage over other potential market 
participants, without providing any additional value to the 
“customers” of the program.  The general literature on 
rent-seeking behavior is large and controversial (see, e.g., 
Mitchell (1998), Yandle (1999) and references cited 
therein), and a general treatment is well beyond the scope 
of the present paper.  Also, one may not always have a 
perfectly clear dividing line between rent-seeking and 
sincere advocacy of a given quality standard for statistical 
programs.  For the current discussion, it suffices to say 
that participants in standards-setting work for statistical 
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programs should bear in mind the potential for rent-
seeking behavior, and should attempt to minimize such 
behaviors through a careful and transparent examination 
of the value provided to legitimate survey stakeholders 
through the proposed standards.   
 Furthermore, inappropriately developed and 
implemented standards can degrade the performance of a 
survey organization.  For instance, such standards can 
lead to internal confusion regarding institutional 
priorities, and can implicitly encourage satisficing or 
minimax behaviors that degrade overall performance.  A 
simple version of this confusion arises in organizations 
dominated by constrained budgets or low-bid contracting 
procedures, wherein minimum standards can become de 
facto maximum standards, and thus discourage serious 
efforts to optimize survey processes.  A more extreme 
version of this confusion can arise if an organization has 
critical functions that are difficult or impossible to 
standardize.  For such an organization, establishment and 
rigid enforcement of readily formulated standards in 
many low-priority areas can be very counterproductive. 
 To address these issues, survey organizations 
should focus standards in selected high-priority areas; 
calibrate the standards with legitimate measures of 
stakeholder value; and integrate the resulting standards 
with incentive structures that encourage the allocation of 
resources toward serious process improvement.   
 
5.3  Indirect Costs and Related Risks 
 
 In extreme forms, some of the phenomena 
covered in Section 5.2 can impose additional indirect 
costs and related risks on the statistical organization and 
other stakeholders.  For example, many areas of survey 
methodology require a significant degree of refined 
judgment.  Reductionist management of such work as a 
standardized commodity can lead to a number of 
problematic outcomes, including exacerbation of 
institutional and individual patterns of risk aversion; 
creation of unnecessary barriers to subsequent innovations 
to improve quality and efficiency; degradation of morale 
among high-performing personnel; and consequent risks 
and efficiency losses related to recruitment and retention.   
 In addition, application of standards to a survey 
program can incur forms of operational risk, i.e., the risk 
that a standard will not be used as intended, and will in 
turn lead to degraded performance of the survey program.  
This risk can arise in many settings, but may be especially 
likely when a standard is applied to unusual populations, 
data sources, survey procedures or inferential goals.  For 
instance, application of simple standards on response rates 
can be problematic for surveys that include multiple 
stages of sampling or extensive use of auxiliary 
information; cf. the recommendation by Little and Robin 
(2002) that analysts use a “fraction of missing 
information” quality measure in place of customary 

response-rate measures for some discussions of the 
impact of nonresponse on survey data quality.    

Operational risk may be especially acute for the 
aspirational standards discussed in Section 3.2.  Clear 
statements of the intended scope of a statistical standard 
and related cautionary remarks can help one to manage 
operational risk for statistical standards.   
 
 
6.  Conclusions  
 
6.1 Summary 
 
This paper has sought to supplement the previous 
literature on standards for statistical programs by 
exploring the ways in which standards can enhance (or 
impede) the development, adoption and diffusion of 
innovations in statistical technology (methodology and 
specific statistical products) for a wide range of 
stakeholders.  That approach led to the interpretation of 
standards as institutional commitments on investments in 
specified areas of statistical technology; and to the 
corresponding requirements for evaluation of the 
prospective benefits, costs and risks arising from these 
standards.  Moreover, when they are integrated fully into 
common agency practice, the standards themselves 
constitute an important part of the institutional capital for 
individual statistical organizations and the federal 
statistical system as a whole.   
 Within the wide range of ideas covered here, five 
points warrant special emphasis.  First, standards 
generally will be the most effective if we develop them in 
ways that are coherent with the values, incentive 
structures and scope of feasible practice for individual 
agencies and the overall federal statistical system.  
Second, it is important to link standards to tangible 
benefits for stakeholders in high-priority areas.  Third, it 
is also important to ensure that for applicable 
stakeholders, compliance with standards will involve 
costs and risks that are low relative to prospective benefits 
for the federal statistical system and its data users; and 
that appropriate contractual and funding mechanisms 
mediate the predominant cost-benefit trade-offs.  Finally, 
for essentially all standards for statistical programs, there 
are two critical factors:   
transparency on methodology, cost structures and 
empirical results; and appropriate high-level technical 
training and qualifications of personnel.   
 
 
6.2  Research Issues 
 
In closing, the framework suggested in this paper leads to 
several open questions that might warrant in-depth 
methodological and empirical research.   
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1. What empirical information is currently 
available regarding stakeholders’ perceptions of 
benefits, costs and risks arising from a given 
statistical survey program?  Has there been any 
methodological work done on, e.g., development 
and testing of instruments to measure these 
perceptions?  (See, Singer et al. (1995) for one 
partial example involving confidentiality 
assurances.)  

 
2. In keeping with comments in Sections 3 through 

5, to what extent do we have empirical evidence 
on the linkage between specific statistical 
standards and tangible value for the stakeholders 
(respondents, data users and statistical agencies) 
of statistical survey programs?      

 
3. Based on results from questions (1) and (2), can 

one develop an informative mathematical 
characterization of trade-offs among benefits, 
costs and risks arising for a proposed set of 
survey standards?   

 
4. Based on results from question (3), what are the 

marginal benefits, if any, of specific proposed 
technical standards, conditional on broad 
compliance with stringent standards regarding 
transparency of processes and technical training 
of personnel?   
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