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Abstract:  growclusters is an R package that estimates a clustering or partition structure for 
multivariate data. Estimation is performed under a penalized optimization derived from Bayesian non-
parametric formulations. This is done either under a Dirichlet process (DP) mixing measure or a 
hierarchical DP (HDP) mixing measure in the limit of the global variance (to zero). The latter set-up allows 
for a collection of dependent, local partitions. This paper revisits the two R Shiny applications that were 
introduced in our 2019 paper and will focus on additional functionality added to both of them, as well as 

the integration of the R Shiny applications into the growclusters package. We will also present an 
example where the R Shiny applications are used to analyze the text from past papers presented at the 
United Nations Economic Commission for Europe workshops. 
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1. Introduction

Cluster analysis is the grouping of data in a way such that data records assigned to the same group (or 
cluster) are more similar to each other than data in other groups.  Clustering is often used for dimension 
reduction and to perform inference. It is an iterative process that can be achieved using a number of 
algorithms. 

The growclusters package for R is a package designed to estimate a clustering or partition structure 
for relatively high-dimensional multivariate data. Estimation is performed under a penalized optimization 
derived from Bayesian non-parametric formulations in the limit that the model noise variance of a 
hierarchical Dirichlet process (HDP) process model goes to 0. 

Given that clustering is exploratory data analysis, creation of an interactive data visualization tool to 
accompany the package seemed an obvious goal and was the inspiration for this project. Building an R 
Shiny application that would allow growclusters package users to visualize clustering outcomes was 
determined to be the best solution to achieve this goal. 

The project is ongoing; currently we have designed two applications to accompany the package. The first, 
currently called gendata, allows the user to create a customized input dataset to be used in the second 
application, called clustering. This paper will describe the functionality of these two applications in 
detail as well as show an implementation of the clustering application using a real dataset.  
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2. The gendata Application 

 

There may be occasional times where the growclusters package user may wish to generate synthetic 
data under a clustering structure to explore the performance of growclusters but may not have a 
properly formatted dataset to use as input. In this case, it would be helpful to have an application that 
generates a dataset that may be used as input for the clustering application. For this reason, we 
designed the gendata application. 
 
The user opens the gendata application (see Figure 1) to find the simple plot and data tab. There are 
several input options that allow the user to customize the dataset that is produced. The user may leave the 
defaults in place for most of the inputs, however the user is required to specify the number of clusters and 
the size of the clusters in order for a dataset to be generated. 
 
The “number of clusters” is the number of clusters the user wishes to be displayed. Each cluster receives a 
roughly equal number of assigned observations. The user can specify any numbers of clusters, with a 
minimum number of two. In conjunction with the number of clusters is the “size of the clusters”. Here the 
user must input x  comma separated values which sum to one. The number of values must equal the 
specified number of clusters. 
 
 Additionally, there are a number of optional user inputs. These include the “population size,” which allows 
the user to control the number of observations n  that are produced. The user may specify a population size 
in increments of five. The “number of dimensions” is the number of variables in the dataset that is being 
created. The user may specify the noise_scale, which can be any value between 0 and 1 inclusive. The noise 
scale is the global standard deviation, a factor that affects the elements that are generated. The user may 
specify whether the seed used for generating the dataset is null or non-null. If the default null option is left 
as is, a null seed will produce a completely random dataset, whereas a non-null seed will create a dataset 
where the results can be repeated. 
 
Once the user has set the required inputs (having the total number of comma separated cluster values equal 
the number of clusters on the number of clusters input), they can press the “Generate Data” button, and a 
dataset is produced (see Figure 2). If the null setting is chosen, a new dataset is created each time this button 
is pressed. The dataset is captured and held in the working space (unless manually cleared) for use as input 
for the clustering application. The output is displayed on the screen.  
 
After the data is generated (see Figure 2), the user can click “Select Variables.” This produces a drop down 
menu of variables for the user to select from. Once the user selects the variables, they can the click 
“Visualize Data” and the scatterplot matrix is produced (see Figure 3). The user can click the “Download 
File” link to save the synthetic data file to their computer for future use. 
 
A second tab entitled “Hierarchal Plot and Table” is currently under construction. When completed, this 
tab will enable the user to produce a hierarchal version of a synthetic dataset that accounts for local 
dependencies, as opposed to the simple plot tab, which only has k-means global clustering.  
 

 
3. The clustering Application 

 

The clustering application is the application that actually allows the user to perform clustering analysis. 
The user can do this with an input dataset generated by the gendata application, or arguably more usefully 
(to them), with their own properly formatted dataset. 



The clustering application contains four tabs. When the user opens the application, the Load Data 
tab is displayed. The user clicks “Browse” to browse their local drives in search of the dataset they wish 
to load. Once the dataset is loaded, the user may select any of the variables in the dataset from the drop 
down menu to plot. Once this is done, the user clicks the “Produce Matrix Plot” button, and the user defined 
matrix plot is created (see Figure 5). At this point, clustering is not performed, but instead allows the user 
to examine the data and look for groupings. 
 
On the second tab, “dpCluster,” the user can alter three inputs, including the expected number of cluster, 
which governs the number of clusters which are formed; the larger the lambda value, the more clusters that 
are discovered. Here we’re using a function called lambda_range4() to generate a vector of lambda penalty 
parameters for a range of 1:max_clusters. The user is able to change the expected number of clusters input, 
which impacts what the max_clusters parameter can be. When ready, the user presses a “Run” button which 
allows a bar plot of the cluster counts to be displayed (see Figure 6). This tells the user how many clusters 
are found. A merge step is incorporated that reduces sensitivity for the estimated number of clusters to the 
penalty parameters. This step occurs when the user chooses the “True” input, and is skipped when the user 
opts for “False” Tolerance is another variable input. This is the maximum amount of change in parameter 
values between iteration to declare convergence.   
 
The third tab, “Scatter Plot,” allows us to produce a scatter plot with color coded clusters. Like Tab 1, the 
user chooses the variables they want to analyze. This matrix plot differs from the one produced in Tab 1 in 
that the clustering is done for the user (see Figure 7). 
 
The fourth tab, “Parallel Plot,” produces parallel plots of the data (see Figure 8), In the Cartesian coordinate 
system where the axes are orthogonal, the most points we can view is three dimensions. If we instead draw 
the axes parallel to each other, we can view many axes on the same two-dimensional display. In our 
example, each of the variables is displayed as an axis, each cluster is color coded, and each broken line 
segment represent the collection of variables for a particular row of the data. Each line represents an 
observation – in this case a five dimensional observation. The user can then visually examine the degree of 
clustering in the data. The colors correspond to the cluster ID. We see ‘good’ clusters when lines of the 
same color have similar trajectories. 

 
4.  Real World Data Background 

 

After hosting a series of 12 workshops stating in 2000, the United Nations Economic Commission for 
Europe wanted to better understand what methods or topics they’ve discussed over the years. [5] A 
classification of existing methods for data editing and imputation based on papers presented in previous 
UNECE work sessions on data editing was conducted. Papers approximately 10 pages in length were used, 
thus giving much more content than if only abstracts were being used. The goal was to cluster documents 
so and hopefully this would result in each cluster describing similar methods and ideas. 
Before encoding, the data was pre-processed using a number of cleaning steps, including removal of header 
and reference sections, deletion of special characters and end of sentence punctuation, removal of short, 
long, stop, and infrequent words, and conversion of all text to lower case. 
 
The text was then converted to numerical format to allow for computing. A widely used method is to encode 
the documents in a term-document matrix (TDM). This is also known as the bag-of-words approach. The 
ij th entry in the TDM corresponds to the number of times the i-th word appears in the j-th document. Each 
column of the TDM represents a word frequency distribution for a given document or paper. For further 
details, please see Martinez and Savitsky. [5]  
 



The above techniques produced n = 427 papers or documents to cluster. There are p = 10,737 unique 
words in the corpus after the removal of the domain-specific stop words, with two types of encodings – 
raw frequencies and binary. Through dimension reduction techniques, the 10,307 variables were reduced 
to five. The analysis that follows examines the binary dataset. 

 
5. Implementation of the clustering Application Using the UNECE Dataset 

 

As described in Section 3, we load the binary dataset into the clustering application. We can also 
choose which variables we wish to do an initial overview for in a scatterplot. What we’re looking at in the 
scatterplot is a pairwise comparison of the variables. For example, in the first row, we’re comparing variable 
V1 to each of the four other variables, with V1 on the vertical axis and the other variables on each of the 
horizontal axes. (See Figure 8.) 
 
In Figure 9, we see the clustering results in Tab 2 for our binary dataset when we set the expected number 
of clusters equal to both six and ten, Note, the scales on the vertical axes are different. So this is not meant 
as a direct comparison. Additionally, when we say “expected number of clusters,” the results are not always 
exactly as specified. For this data, when we had an expected number of clusters set to 10, we actually got 
11. This is not a problem. 
 
In the Scatter Plot tab (See Figure 10), we can really see the clustering is very observable. Each dot 
represents a paper. Note for example how the greens are clustered together, especially for V1 and V3. So 
we’re seeing clustering based on similar features of clusters of papers. There is less separability and some 
over plotting going on in V3 and V5. This is ok because we’re dealing with five dimensions, and sometimes 
it’s not possible to fully see the clustering in a 2D plot. 
 
The Parallel Plot Tab (See Figure 11) shows quite a bit of clustering going on. Remember, each line 
represents one element of the population and each color is a cluster. So we can clearly see patterns across 
each observation. We see bundles of lines for each color that sort of stick together. For example, the light 
greens all tend to dip for variable/dimension two. 
 
6. Future Work and Final Comments  

 

The project is still very much a work in progress. We have a number of tasks to complete. These include 
completing the hierarchal tab of the gendata application, integrating both apps into the growclusters 
package, expanding the expanding the clustering application to also include the hierarchal clustering 
algorithm from the growclusters package, publishing the package on CRAN and eventually publishing 
another paper with another real life dataset. 
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Figure 1. This is a screenshot of the gendata application at the point where the application is first 
opened and is awaiting user input. There are six possible user inputs. The only requirements regarding the 
inputs are that the cluster sizes sum to 1.0 and the number of cluster sizes must be equal to the number of 
clusters entry.



 

 

Figure 2: This is the gendata application after user has submitted inputs and clicked “Generate Data.” A data 
set is produced and saved in the working space. Given the inputs shown, the dataset will have 500 observations 
and 10 variables. Five clusters will be produced, and the dataset will be completely random, since the “null” 
option was used. 



 

Figure 3: This is the simple plot and table tab of the gendata application. After the data is generated (see Figure 2), the user can click “Select 
Variables.” This produces a drop down menu of variables for the user to select from. Once the user selects the variables, they can the click 
“Visualize Data” and the scatterplot matrix is produced.  



 

Figure 4: This is the clustering app. The load data tab is shown. The user browses their personal drives and loads the .rds data file they wish 
to view. 

  



 

 

Figure 5:  This is the clustering application Load Data tab. After loading and viewing the data, the user can press the “Produce Matrix Plot” 
button to view a simple matrix plot of the loaded data. 



 

Figure 6: This is the dpcluster tab of the clustering application. The user can tailor the various inputs to match the clustering needs. Once the 
run button is clicked, a bar plot of the cluster distribution is produced. The unequal distribution of this bar plot reflects to unequal cluster sizes that 
were used when producing the input dataset, using the gendata application. 



 

Figure 5: This is the scatter plot tab of the clustering application. The user selects which variables they wish to see and a customized color-
coded scatterplot is produced. The user can examine the degree of clustering for each of the chosen variables. 



 

Figure 6: This is the parallel Plot tab of the clustering application. Each broken line segment represent the collection of variables for a particular 
row of the data. In the plot shown, there are seven clusters and five variables displayed. 



 

 

 

Figure 8: This is the Load Data tab of the clustering application. The binary dataset has been uploaded, and the user has chosen to view a 
scatterplot containing each of the five variables. 



 

 

Figures 9a and 9b: This is the dpcluster tab of the clustering application. The user has set the expected number of clusters equal to six in the 
first graph, and to 10 in the second graph. Note that the number of clusters that result is not always equal to the expected number of clusters 
(Figure 9b.) 



 

Figure 10: This is the Scatter Plot tab of the clustering application for the binary data. Each dot represents a paper. We observe a good deal of 
clustering. 



 

 

Figure 10: This is the Parallel Plot tab of the clustering application for the binary data. Each line represents one of the 427 elements. Each 
color represents a cluster, and each variable represents a dimension. 




